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Preface

Most network devices are constantly collecting statistics relating to the health of each interface. Network
and telecom engineers rarely have the budget, time, and resources to access this wealth of information,
and very few products exist that can help engineers detect and analyze problems before they affect
users.

Prognosis Path Insight provides this information (collected by switches, routers, servers, and other
network devices) in an advanced and easy to use format, to identify the root cause of network and VolP
problems, and maintain maximum network performance and thus call quality throughout the enterprise.

Audience

Network administrators with various levels of expertise can benefit from Prognosis Path Insight as the
product offers not only a rapid view of network health, but also in-depth analysis of specific issues.

To install and use Prognosis Path Insight, a network administrator should be able to set up a managed
switch with an IP address and an SNMP read-only community string.

Conventions
The following conventions are used in this manual:

Italic
Used for emphasis and to signify the first use of a glossary term.

Courier
Used for URLSs, host names, email addresses, registry entries, and other system
definitions.

Note: Notes are called out to inform you of specific information that is relevant to the configuration or
operation of Integrated Research’ Prognosis Path Insight. Notes may occasionally be used to
describe best practices for using the system.

Technical Support

Email: support.usa@ir.com
Support toll-free: +1 800-942-7382
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Overview

Prognosis Path Insight is designed to disclose network weaknesses that cause data and VolIP stability
issues. By monitoring all network interfaces for utilization, packet loss, and errors, it becomes easy to
determine exactly where network faults exist.

Prognosis Path Insight goes one step further by providing insight into the specific error or issue that is
causing degradation so a rapid resolution can be applied.

Continuous monitoring of all interfaces provides the ability to generate alerts if any interface degrades
below a level that will support VoIP services.

Prognosis Path Insight also maintains a history of utilization and errors on all interfaces so you can
troubleshoot VoIP and network problems after they occur.

All network devices that support SNMP can be queried for link status and health information.
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Standard Features

Prognosis Path Insight is a Windows service that uses SNMP to monitor statistics and utilization for each
interface on switches, routers, and servers. If data-link errors or utilization rates rise above a settable
threshold, you can use the generated web pages to help you determine the source of the network
problems. This will help you to maintain a healthy network.

Immediate Current Utilization of any Link

Easily view the current utilization of any monitored network link from a web browser. No need to set up a
packet analyzer or analyzer port on your switch just to see what's happening on an interface.

Device >>10.100.36.100 Santa Clara GW
Interface Int #1 0: feid
Current Peak Interface Speed Utilization Percent
Direction Percent  Percent 100,000,000|g 10 E 30 40 50 B0 o B0 0 1o
Rx 26.47 26.47 cELER 0 |

A high-water mark is kept so you can track the peak utilization of a link over time.

Daily Network Weather Reports™

Every day, a report will be emailed to you outlining the health of your network. This helps you to keep
track of the general level of errors and overall utilization of your network.
o Keep track of utilization rates on your Internet links and other WAN links to determine if you need
to add bandwidth
e Maintain an active reminder of available interfaces (never get stuck running out of switch
interfaces as you continue to add workstations to your network)
e Network Weather Reports can be fully customized
e Easy to Understand Web-based Statistics
e Prognosis Path Insight collects statistics and displays them in an easy to disseminate format via
web pages
e Web-based statistics viewing allows you to check on the health of your network from any browser

Quick Setup with the Built-in Webserver

Prognosis Path Insight’s built-in web server helps to speed up installation so more time can be spent
analyzing errors rather than configuring the system.
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Web-Based Monitoring

The web pages allow you to quickly locate the interfaces that have high error rates or high utilization
rates.

Poll frequency:
Last poll-
Network health:

Path Insight

Device @ Healthy

Device
Name

Suppressed

Device

IP Address

® Issue

Manage
Device

OS5I Services

? Comm fail

12345867

Lock Config

Oper| Oper | Admin

Up Down Down Location

Contact

®|syran 10.0.0.1 |Telnet SSH Web HTTPS 36 25 11| 3 | “SantaClara" noc@pathsolutions.com
®|Burgundy 10.0.0.13 |Telnet SSH Web HTTPS ¢ 31 20| 11| 0 |Sunnyvale cA noc@pathsolutions.com
®|santaclara 10.0.0.2 |Telnel SSH Web HTTPS ¢ & 3| 1| 1 |‘SantaClr noc@pathsolutions.com
. 10.0.0.20 |Telnel SSHWeb HTTPS (o |® ¢ 30 4 |26| 0 |newyork noc@pathsolufions.com
. 10.0.0.21 [Telnet S5H Web HTTPS (@ |® e 31 10|z1| 0 |satachr noc@pathsolutions.com
. 10.0.0.22 |Telnet S5HWeb HTTPS| (o |® e 20 B |z1| 0 |satacln noc@pathsolutions.com
0 10.0.0.23 [TelnetSSHWeb HTTPS » @ e 30 1z|18| 0 noc@pathsolutions.com
®|Denver 10.0.0.25 |Telnet SSH Web HTTPS e z 2| 0| 0 Demerco noc@pathsolutions.com
® Jagermeister 10.0.0.25%|Telnet S5H Web HTTPS e 121 | 9 |132| 0 |SantaClaraCA noc@pathsolufions.com
®|Ribolla 10.0.0.26 |Telnet S5H Web HTTPS 27 | 2 |25| 0 |satachn itops@pathsalutions.com
0 10.0.0.27 |Telnet SSHWeb HTTPS |® 25 | 4 | 21| 0 |Sunnyvale, GA noc@pathsolutions.com
® B5-FIRL 10.0.0.30 |Telnet SSH Web HTTPS . e z 2| 0| 0 PahSoltionsHQ support@pathsalutions.com
®|Barleyiiine 10.0.0 Teinet SSH Web HTTPS 10 1| 9 | 0 | unkmown UNKNOWN
®|Shiraz 10.0.0 Teinet SSH Web HTTPS | # 32 | 3| 23| 0 |santaClara support@pathsolutions.com
®|Cabernet 10.0.0.36 |Telnet SSHWeb HTTPS | # 37 |z |27| 0
. 10.0.0.39 |Telnel SSH Web HTTPS ¢ 3 (2| 1] 0 [He noc@pathsolutions.com
. 10.0.0.42 |Telnet SSH Web HTTPS €1 | 14| 24| 0 |SantaClaraCA support@pathsolutions.com
®|sauvignen 10.0.0.43 TelnetSSHWen HTTPS @ 52 | 14| 38 | 0 | sanFrancisco,CA noc@pathsolutions.com
®|Bordeaux 10.0.0.45 |Telnet SSH Veb HTTPS 115 | 2 | 45 | 0 |SanlaClaraCA support@pathsalutions.com
®|camay 10.0.0.46 |Telnel SSHWeb HTTPS | | e 25 | 2 | 23| 0 |SantaClara CA Tim Titus
®|Bardolino 10.0.0.47 |Telnet S5H Web HTTPS 8| @ 26 | 3 | 23| 0 |sanFrancisco wwvs tp-link com
®|Barbera 10.0.0.48 |Telnel S5HWeb HTTPS | 33 | 1 |32| 0 |SantaClaraCA support@pathsolutions.com
®|imax-mm.example.tld|10.0.0 Telnet SSHWeb HTTPS | o /@ e 3 1| 0| 0 Room200 sysmeister@example.com
®|Ruckusap 10.0.0.6 |Telnet S5H Web HTTPS 18 | 9| 9| & hitps:/isupport ruckuswireless com/contact_us
®|HQ 5G40-2 10.0.0.71 [Telnet SSH Web HTTPS ® » o ® e 1 1| 0| 0 | Headouarers ShoreTel
®|Gewurztraminer 10.20.0.1 |Telnel SSHWeb HTTPS | ® @ 57 | 3|54 0
®|2tlanta 10.20.0.2 |Telnet S5H Web HTTPS e ¢ 3|11
®|stout 10.30.0.1 [Telnet S5H Web HTTPS e 26 16| 10| 0 |SantaClaraCA support@pathslutions.com
®|Boston 10.30.0.2 Telnet SSH Web HTTPS e ¢ 2| 2| 1 ‘SantaClar’ noc@pathsolutions.com
®|PinotGrigio 10.30.0.5 |Teinet SSHWeb HTTPS . 7 | 28| 0 | SantaClara, CA noc@pathsolutions.com
®|Everect 10.50.0.1 |Telnet SSH Web HTTPS | @ ¢/ ¢ 3 | 3| 0| 0 |sanFrancisco, CA Tim Titus %4413
®|Palomino 10.50.0.2 |Telnet SSHWeb HTTPS  ® @ 7z |25 0 |Sacramento Steve Sisk
®|Franc 10.50.1.2 |TelnetSSHWeb HTTPS | @ 51z 43| 0
10.60.0.1 |Telnel SSHWeb HTTPS | o/ 3z | 1 1 |SantaClaa support@pathsolutions.com
10.60.0.2 |Telnet SSHWeb HTTPS | o/ 27 | 2|25 o
®|harul 10.86.0.2 |TelnetSSHWeb HTTPS @ o ® 18 4 14| & | SantaClaraHQ noc@pathsolutions.com
Total Devices E Total interfaces: 1, 061 202| 858 | 19

— —
Path Insight Release 8 (8152) Copyright €2017 Integrated Research License expires on /8/2018, licensed for 10000 inlerfaces

Prognosis Path Insight’'s web pages can be viewed from any standard browser, anywhere on your
intranet.

Errors and utilization information is collected for each interface and is presented in a format that allows
you to easily determine the source of the problem.

Analysis Engine

The errors are analyzed by an analysis engine that helps to guide you to possible solutions to the
problems with each specific interface. This gives the Network Prescription™ the ability to diagnose the
root cause of the problem without having to utilize additional tools or combine datasets from multiple
locations.
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Dynamic Network Map

Prognosis Path Insight includes a dynamically updating network map with zoom and a click and drag user
interface. This capability gives you an “eagle’s eye” view of what your network is doing at the current
point in time. The map updates every 5 seconds and audible alerts play when links or devices go down
so you are able to remedy the problem immediately. Prognosis Path Insight also allows input for Multiple

Map Views for Multiple Locations.

B3 Pathinsight Network M: %+

Naval Base =
Ventura County

[+ 1+]

Point Mugu State Park

Malibu

State is up lo dale

Santa Monica Mountains
- National Recreation Area S

Path Insight

Poll frequency:

Last poll:
Network health:

Detach
= \ Village Sah Dimas i
Topanga HOLLYWOOL Covina Claremont Cuc
Beverly Hills W/ West'Covina i
e Ontario
i) Romon:
5 & Los A,:gelgs & valinda At
ast Los 505 Diamaond.Bar.
poocd 8
Santa Monica o Angeles La Puente Chino
Marina_~F 2r Windsor § Hupfington Rowland Chino Hills _—=
Del Rey : |mn., 5 Bark Whittier Meights N
ng ew‘:’rw L) b South Whittier e
=St owne! 142
Y Lynwood ¥ La Habra CFino Hills State Park
| Norwali \ £ .
Manhattan %, Gardena CE}';“P'U“ Rellfioler. 5 B ~—| Yorba Linda (Y
Beach C), . . _Failerton .
Lakewood | ; pug
Torrance o X Anaheim
o o e Cypress Villa Park -
Estates L!)rmla. im Z Ro&smoor Qrange
. ur Beach W North Tustin
Rancho eStminster 5 261 |
Palos Verdes SaN PEDAC Seal Beach Santaigg 7 Sl
Fountain L4
Valley. > 4 q 1357
2 Irvine -
Huntington - €7D
z ]
Beach WiLake Forest

Path Insight Release 7 (6803)

Perpelual License, licensed for 1000 interfaces
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Quick and Easy Installation and Configuration

The initial installation and configuration can be completed in roughly 12 minutes for virtually any sized
network with the Quick Config Wizard. This wizard will automatically scan your network and configure
Prognosis Path Insight to monitor all of the interfaces that are discovered.

Rapid Re-Configuration when your Network Changes

When your network changes and devices are added or removed, you can rapidly update your

configuration using the Quick Config Wizard. It will detect new interfaces, include them in your
configuration, and start monitoring again.

ﬁ Path Insight QuickConfig Wizard X

S5tep 1 of 4: Network Address Ranges

The QuickConfig Wizard can scan your netwark for devices to maonitar.
All interfaces on each device will be monitored.

Specify the network address ranges that should be scanned.

MNew Address Range

Starting: | |
Ending: |

Group: |Firewa||

Address Ranges to be Checked

10.0.0.1 -10.0.0.254 [Denwver]
10.20.0.1-10.20.0.10 [MFLS Lak]

10.30.0.1-10.30.0.10 [MFLS Lak]

10.50.0.1-10.50.010 [CDF Lak]

1050.1.0-10.50.1.10 [CDF Lak]

10.60.0.1 -10.60.0.10 [w'AN Lak]

10.66.0.1 - 10.86.0.10 [Firewall]

<<Previous | Mext>> | Cancel
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Advanced Email Reporting

Email templates are included for devices, interfaces, and overall health monitoring. Templates can be
easily modified to include a variety of data elements.

Emailed Graphs

Graphs for any interface or device can be included in emailed reports.

Parent/Child Relationships for Outage Alerting

Parent-Child relationships can be established for each device so alerts are not generated for devices
located behind other devices. This insures that you receive outage alerts for only the specific device that
went down and not all devices behind that device.

VoIP Assessment Features

The VolP Assessment features are the Phones, Path, Assessment, and MOS tabs. In the Tools tab, the
VolP Tools sub-tab is also available.

Phones Tab

Integrated Research’ Prognosis Path Insight makes it easy to discover where all of your VolP phones are
connected to the network. The Phones tab shows each phone and the health of the connection to the
network.

Poll frequency:
Path Insight Last poll: 9/13/2017
Network health:

Information updated as of: /132017, 10:47:58 AM

VolIP devices discovered on the network First Previous Next Last

Peak Daily
VolP Switch and interface where VolP device is Connected Utilization

VolIP Device Device . - MAC  |Peak Daily
IP Address  MFG Plattorm  VLAN PoE Switch | Intarface Interface Description Addresses Error Rate

10.0.0.57 |Cisco  CiscolP Phone7960 = 1 | 25.50 W @ Syran | Int #1 Gi/0/10: GigabitEthemet1/0/10 1 0.000%/0.007%/0.000%

10.0.0.71 | ShoreTel - 1 = ® Syrah nt § Git/0/4: GigabitEthemet1/0/4 1 0.000%/0.007%0.001%
Polycom 1 | 6.49 W e Burgundy|/Int #1 15 15 (to Atlanta Port fa0/0) 1 0.000%/0.007%0.000%
Polycom 1 | 6.49 W @|Burgundy|Int #24 [24:24 1 0.000%/0.007%0.000%

10.0.0.63 | ShoreTel 1 6.49 W @ Burgundy Int # 88 1 0.000%0.007%0.000%

10.0.0.67  ShoreTel 1 6.49 W @ Burgundy Int #10 10: 10 1 0.000%/0.007% 0.000%
Aastra 2 | 6.49 W @ Burgundy|/Int #1 177 1 0.000%/0.007% 0.000%
Cisco  cisco WS-C356024PS O = ® Grenache|Int #14 | Fali13: FasiEthemet0/13 (Microscope, Inc.) 2 0.082%/0.012%0.008%

10.0.0.26 |Cisco ciscoWS-C3560-24PS O - ® Grenache|Int #14 | Fa0i13: FasiEthemet0/13 (Microscope, Inc.) 2 0.082%/0.012%0.008%

10.30.0.51 ShoreTel - 0 6.49 W @ stout Int )04 1:4: X440-8p Port 4 1 0.000%/0.001% 0.000%

10.30.0.52 ShoreTel - 0 6.45 W @ stout Int #1006 16 X440-8p Port6 1 0.000%(0.001%0.000%

Records 1-11 of 11 displayed (100 per page)

VolIP devices discovered on the network First Previous Next Last
— — — o

Path Insight Release 3 (8152 Copyright £2017 Integrated Research License expires on 9/3/2018, licensed for 10000 interfaces
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Path Tab

The Call Path feature displays health and configuration information of every link involved in a call from a
starting IP address to an ending IP address. This provides unprecedented visibility into any problems that
previously occurred on all involved links.

Path Insight
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Prognosis Path Insight

Current Utilization Call Path

Prognosis Path Insight also permits viewing the current utilization of all links between two IP addresses.

Solving call-in-progress problems is now easy because you have visibility into real-time usage information

of all involved links.

Path Insight
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Gremlins Tab

The Gremlins tab is a correlation engine that allows you to quickly understand what events happened at a
specific timeframe on the network. You can also choose which group you want to see.

Foll freque

Path Insight Last poll:

Network health:

5 minutes
10 minutes
15 minutes.
What happened ago on the network
30 minutes Event
35 minutes
— . —
Path Inssght Release 7 (6ag 40 minutes Parpalual License, hesnsed for 1000 nlterfaces
45 minutes
50 minutes
55 minutes
1 hour

What just happe specific time period

Poll frequency:

Prognosis Path Insight Last pol
Network health:

What happened | 15 minutes ¥ |ago on the network Group:

(Ethemet) on device P5—FTR1 (10.0.0.30) had % Error rate during this pericd CDP Lab
(re2: re2) on device ¥omax—1n . =X AL Error rate during this period Firewall
MPLS Lab
— — Santa Clara
Prognosis Path Insight Releass 8 (3135) Copyright @2017 Integrated Research License expires on 712412017, licensed for 5000 inerfaces | N Lab

Assessment Tab

The assessment tab also gives you the ability to acutely analyze your bandwidth constrained links and
their QoS configuration.

Poll frequency: ] B
Path Insight Last poll: 9/12/2017 11:13:17 &M
Network health:

Gomprehensive Assessment Report

Maximum

Interface P Interface Queueing Simultaneous’ Status

Name  Number Address Speed Configuration Calls Admin Oper
SantaClar T #1 192.168.10.1) Se0/0/0: Seriald// 1,536, 000 Class Based Quality of Service (CBQoS) 23 up up
Denver T #2 | 192.168.50.1| Se0/0: Serial0/0 512,000 FirstIn First Out (FIFO) 7 up up
Rhlsace T #2 Se0: Serisl0 Undetermined 23 up  down
Alsace t #3 192.168.60.1) Sel: Serialt Undetermined 7 up ue
Atlanta T #1 192.168.20.1) Se0/0/0: Seriald// Class Based Quality of Service (CBQoS) 23 up up
Boston T #3 5e0/0/0: Serial0/0/0 Weighted Fair Queuing (WFQ) 23 down down
Boston S Se0i0/: Serialo/oit Weighted Fair Queuing (WFQ) 23 up | down
Everett t #1 192168502 Sei0: Serial0i First In First Out (FIFO) 23 up | up
loire t #1 192163602 Sel: Seriald First In First Out (FIFO) 7 up | up

Recommendations

+ Weighted Fair Queuing (WFQ) is employed
Weighted Fair Queuing should not be utilized on links slower than 10megs in a VoIP environment, as it does not provide adequate prioritization for VolP packets. Custom queuing er Modular Qos CLIshould be
enabled to ensure bandwidth protection for VoIP packets.

+ First In First Qut (FIFO) Queuing is employed
FIFO Queuing should net be utilized on links slower than 10megs in a VolP environment, as it does not provide any priaritization for VolP packets. Custom queuing or Modular Qos CLIshould be enabled to ensure
bandwidth protection for VoIP packets

— — —
Path Insight Release & (8152) Copyright ©2017 Integrated Research License expires on 98/2018, licensed for 10000 interfaces
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VoIP Tools
Call Simulator Client-See Below

Poll frequency: 00:05: 0!
Prognosis Path Insight Last poll 17 9:44:18 AM
Network health:

IF, MAC. and ARF information updated as of: 7/8/2017, 8:09:56 PM

Download IP, MAC, and ARP information to a spreadsheet

Use these tools to validate and troubleshoot olP Networks.

Download Call Simulation client (email link)

License expires on 7/24/2017, licensed for 5000 interfaces.

srognosis Path Insight Release 8 (3135) Copyright 82017 Integrated Research

Page 18



Integrated Research

Prognosis Path Insight

Call Simulator

A VolIP Call Simulation Client is provided to help assess the capability of your network. Various humbers

of calls can be simulated and the performance of the network can be evaluated during the simulation.

X

ﬁ Call Simulator (Registered to 10.0.0.16:5084) —
From: |1u.u.n.?u to [10.0.01 ‘ Stap |
tode: |End—t0—endtest J
Codec: |G.?11 [Bdkhbits) J Calls:1 EI: [+

Calls
IDSCE
I Order
Latency
Jitter
Loss
MMOS
|IIIIIIIIIII|IIIII|IIIII|IIIII|IIIII|IIIII|_
-roo” -6'00" -5'00" -4'00" -3'00" -2'00" -1'00"
Latency: -ms  Time: - Irevalid DSCF:
Jitterr: -ms  Callratic: - Qut of order:
Loss: -% MOS: =

e e

1
-0roo”

D=

-4
-%

Device Latency, Jitter, Loss, and MOS Score

Prognosis Path Insight is able to provide visibility into the DSCP, Packet Order, Latency, Jitter, Packet
Loss, and MOS score for any monitored device.

With this feature, you can monitor network devices that are in remote offices and have continuous
visibility into the capabilities of the connection to that office.
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Power over Ethernet Monitoring

PoE allows you to watch the status and monitor the power usage for your PoE switches to make sure that
you are not getting close to limitations of the switch. It also monitors the power draw for each port on the
switch so you can determine where high-power drawing devices are connected to and quickly determine
any power faults.

Note: PoE Historical Utilization can be optionally tracked over time by enabling data retention of PoE
stats. This permits organizations to track their power usage and generate reports showing when
and where additional power is being drawn from PoE switches. See Appendix B on how to
enable reporting and how to extract data from the database.

Poll frequency
Path Insight Last poll: 8/24/2017 11:41

Network health:

Device ® Healthy Suppressed ®lIssue 7 Comm fail Lock Config
Power Supply (PSU)

Device Device Rating Present % Power Alarm

Name IP Address Group Status (Watts) Consumption Utilization Threshold
® Syrah 10.0.0.1 1 Con 390 W s W 2% -nfa-
@ Burgundy 10.0.0.19 1 Cn 406 W 34 W B% B0%
@ Santactlara 10.0.0.2 - - - - - -
®|Chardennay 10.0.0.20 - - - - — -
®|Finot 10.0.0.21 - - - - - -
@|Merlot 10.0.0.22 - - - - — -
®|Muscat 10.0.0.23 - - - - - -
® Denver 10.0.0.25 = - - - - -
®|Jagermeister 10.0.0.254 - - - - - -
® Ribolla 10.0.0.26 1 On 370 W ow 0% -nfa-
@|Grenache 10.0 27 - - - - - -
®|PS-FTR1 10.0.0.30 - - - - - -
@ BarleyWine 10.0.0.33 - - - - - -
®|Shiraz 10.0.0.35 1 Cn 182 W oW 0% 85%
@ Cabernet 10.0.0.3€6 - - - - -
®|Champagne 10.0.0.42 1 Cn 130 W 0% -n/fa-
®|Sauvignon 10.0.0.43 1 On 855 W 0% 80%
@ Bordeaux 10.0.0.45 - - - - — -
®|Gamay 10.0.0.46 - - - - - -
®|Bardolinoe 10.0.0.47 - - - - — -
@ Barbera 10.0.0.48 1 on 288 W ow 0% B80%
® kmax-mm.example.tld|10.0.0.56 = = = - -
®|RuckusiP 10.0.0.6 - - - - - -
®|Gewurztraminer 10.20.0.1 1 Cn 370 W ow 0% -nfa-
®|Atlanta 10.20.0.2 - - - - - -
@ stout 10.30.0.1 1 Cn 170 W ow 0% 70%
®|Boston 10.30.0.2 - - - - - -
®|PinotGrigio 10.30.0.5 1 Cn 376 W ow 0% 80%
®|Everett 10.50.0.1 - - - - - -
® Palcmino 10.50.0.2 1 On 360 W ow 0% -nfa-
®|Franc 10.50.1.2 - - - - - -
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Spanning Tree Monitoring

Knowing what your network is doing at Layer-2 helps to prevent unknown glitches from occurring. By
tracking STP information at the switch level as well as the interface level, it's easy to determine when your
last STP root bridge election occurred, and which device is acting as the root bridge. Also know which
interfaces are active as well as listening so you don't cause a reconfiguration by disconnecting the wrong
interface.

Poll frequency:
Path Insight Last poll: 9/12/2017 11:13:17 AM
Network health:

Device ® Healthy Suppressed ® Issue ? Comm fail Lock Config
Topology

Device Device Root Root  Hold

Name IP Address Protocol Version Priority Last change Changes Root Bridge Cost Port  Time|
@/ Syrah 10.0.0.1 iseed021d - 2 days 22:06:36.00 209 Barbera 200014 Int $#2 100
® Burgundy 10.0.0.19 ieee8021d - 32768 days 22:06:41.85 1212 Barbera 200010 Int #2 | 600
@ SantaClara 10.0.0.2 - - - - - - - - -
L] ardonnay 10.0.0.20 - 32768 8 Barbera 400014 €00
® Pinot 10.0.0.21 - 3276 33 Barbera 220014 600
L] rlot 10.0.0.22 - 3276 25 Barbera 420014 €00
® Muscat 10.0.0.23 - 32768 3516 Barbera 400014 600
@ Denver 10.0.0.25 - - - - - - - -
® Jagermeister 10.0.0.254 - 3z 73 Barbera 200018|Int #129 100
@ Ribolla 10.0.0.26 ieee - 32768 12 days 1%:08: 0 Barbera 200052| Int #28 | 100
N 27 ieee8021d - 32768 0 days 03:04:17.38 3 Barbera 200033| Int #22 | 100
® PS-FIR1 30 - - - - - - - -
® BarleyWine 33 - - - - - - - - -
® Shiraz ieee8021d rstp 32768 46 days 1 3 Barbera 14 Int #1 | 100
# Cabernet ieee - 32768 & days 09 1 Barbera 29 Int #1 | 100
® Alsace - - - - - - -
# Champagne ieee rstp 32 146 days 02: 2 Barbera 20010 |Int $513]100
® Sauvignon ieee - 32z 0 days 22:%4 281 Barbera 10 Int #13 100
® Bordeaux ieee rsip 32768 46 days 14: 158 Barbera 14 Int #1 100
# Gamay ieeed - 32768 1 days 11:02 655 Barbera 23 Int #2 | 300
@ Bardolino Un. 1 - 3276 14€ days 00 570 Barbera 20010 | Int #1 0
®|Barbera ieee8021d Unknown 32768 5 days 22:06:25.00 760 Barbera ] - 600
@/ kmax-mm.example.tld - - - - - - - -
@ Ruckusap - - - - - - - - -
@ HQ SG40-8 - - - - - - - - -
® Gewurztraminer 10.20.0.1 ieee8021d - 32769 0 days 00:10:52.00 66 Gewurztraminer 0 - 100
@ Atlanta 10.20.0.2 - - - - - - - - -
@ stout 10.30.0.1 ieee8021d - 32768 - 0 0000000000000000 0 - 100
@ Boston 10.30.0.2 - - - - - - - - -
® PinotGrigio 10.30.0.5 ieee8021d - 32768 54 days 10:52:07.00 2 PinotGrigio 0 - 100
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Inventory

Managing your network inventory has never been easier. For any make/model of device discovered on
your network, Manufacturer, Model, Serial Number, Hardware, Firmware, and Software details are now
reported on the inventory tab.

Poll frequency:
Path Insight Last poll 8/24/2017 11:41:10 2M
Network health:

Device ® Healthy Suppressed ®issue 7 Gomm fail Lock Ganfig
Inventory

Device Device Code Revision

Name IP Address Manufacturer Model Serial Num Hardware Firmware Software

® Syrah 10.0.0.1 Cisco Systems, Inc WS-C36850-24P5-E FDO1345E185 Vo1 01 Denali 16.3.3
® Burgundy 10.0.0.1% Hewlett-Packard JI0BTA CN124ZROLD R10.06 R11.107

@ SantaClara 10.0.0.2 |Cisco clsco2s1 FTX1040A3WH Vo3 12.4(13)T5, 15.1(1)T, RELEASE SOFTWARE (fc1)
L] ardonnay 10.0.0.20 Hewiett-Packard JI0BSA CN810ZT3QY R.10.08 R11.22
®|Pinot 10.0.0.21 Hewlett-Packard J9085A CN128ZTOR1 R10.06 R1170

@ Merlot 10.0.0.22 |Hewlett-Packard J9019A CNT20WXO0PB Q10.02 Q1167

L] 10.0.0.23 Hewlett-Packard JI0BSA CMO45ZT1PN R.10.08 R11.30

L ] 10.0.0.25 Cisco JABO333026P (1953273288) (:x202

®|Jagermeister 10.0.0.254 Cisco Systems, Inc Fabric Extender Module: 48x1GE, 4X10GE FOX1402G8ZH 11

® Ribolla 10.0.0.26 |Cisco Systems, Inc WS-C3560-24P5-5 CATO947R1GA Vo5 12.2(55)SE1 12.2(S5)SE1
@ Grenache 10.0.0.27 Cisco Systems, Inc

®|PS-PTR1 10.0.0.30 Hewiett Packard

®|BarleyWine 10.0.0.33 Meraki, Inc.

®|Shiraz 10.0.0.35 MNETGEAR 1WW8265M002BC 000102 1010 V52011

L] bernet 10.0.0.3¢6 |HSB2SB1 CM-0UJ393-28298-744-0055  00.00.01 1.0.1.01 2.0.0.20

@ Champagne 10.0.0.42 |Juniper Networks

®|Sauvignon 10.0.0.43 Avaya 4850GTS-PWR~+ 12JP512HT0HE 10 5621 v563.025

@ Bordeaux 10.0.0.45 |D-Link Corporation BHTQ15B000648 00.00.01 1.0.025 1.1.0.1
®|Gamay 10.0.0.46 ADTRAN, Inc. 1200500L1 G23G8789 1 1 13.15.00

® Bardelino 10.0.0.47 |TP-LINK TECHNOLOGIES CO.LTD.

®|Barbera 10.0.0.48 |Enierasys Networks, Inc AZH124-24P 08133832225E 01.00.50 03.03.02.0002
@ kmax-mm.example.tld 10.0.0.56 PC Engines GmbH

® Ruckusip 10.0.0.6 | Ruckus Wireless

®|Gewurztraminer 10.20.0.1 Cisco Systems, Inc WS-C3750-48PS5-5 FDO1238Y15Q Vo8 12.2(55)SE 12 2(55)SE
L ] 10.20.0.2 |Cisco CISC02811 FTX0812A1WH NA 12.4(13n)T5, 15.1(1)T, RELEASE SOFTWARE (fc1)
L] 10.30.0.1 |Extreme Networks 800470-00-11 1408N-41313 11.0 2021 15314

L] 10.30.0.2 |Cisco CIsCo2811 FTX1044A37TB Vo3

L[] 10.30.0.5 |Extreme Networks 800138 0531G-00251 00-04 7836
®|Everett 10.50.0.1 |Cisco JADOS26CGJC (3208410732) 0x00

@ Palomino 10.50.0.2 |cisco WS-C3550-24PWR-SMI CATO718Z2GH Do 12.2(44)SE6 12.2(44)SE6
®|Franc 10.50.1.2 Cisco Systems, Inc
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Description

You can optionally manually enter a description for any or all of your devices using the “Devices” tab in

the Config Tool.

Path Insight

Device < ® Heality Suppressad @issue 7 Comm fail
Device Device

Name IP Address

®|Santa Clara GW 10.100.36.100 ShoweGear!

@ San Francisco GW 10.100.37.100 ShoeGoear2

Swilch - HP ProCurve 2510.24
Swilch - Crsco Catatyst 3560
Swilch Nortel Baystack 470-48T

Swiich - Extreminn Network Sumenit 300
Nortel Baystick 5520-24

Seunignon - Avarya Switch

Crsco Ners

Swiich Adiran | Netvanta 1224

Swilch - NetGear G5T24TP

Swilch - Enliasys AZH124

Bruenalio Switch - HP PraCunve 2610

Cisco Caflafyst Swatch 3550

Distrib Network (1 Vil -

@ Chardonnay 10.100.36.54
@ Pinot 10.100.36.53
@ Muscat 10.100.36.51
@ Marlot 10.100.36.48
@ Malbeco 10.100.36.75
@ Sauvignon 10.100.36.20
@ Zinfandal 10.100.36.25
®|Gamay 10.100.37.2
@/ Shiraz 10.100.37.3
®|Barbera 10.100.37.5
@ Brunello 10.100.37.16
@ Grenache 10.100.37.53
@ Palomina 10.100.38.2

@ GatewaySwitch 32.122.148.176 Davice
®|Cabernet 152,.168.202.3

®|Bordeaux 192.168.

@ Internst 10.100.36.1

Core Network (4devices) . |

Router
®|Denver 10.100.36.80  Rouler - Cisco 2600
@ Atlanta 192.168.2 Router Cisco 2600
@ Honolulu 10.100.38 Crsco Router 2800 - Hawas
& Miami 10,100.38.3 Cisco 2851
@ NewYork 192.168.201.2 Routr - Cisco 2600
& SCWANETR 32.122.148.166 Davico
®|CiscoAShA 10.100.36.4
®/SC_Server 10.0.12.5 Device
-] 10.0.12.¢6 Davice
10.0.12.7 Darvico

Internal
Device Description

e
Path Insight Reldoase 7 (5803)

rerpere
Porpatual License, hcensed for 1000 mierdaces
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Support

The Support tab provides Contract ID, Expiration Date, and Contract Phone number for your devices.
You can enter this information using the “Device” tab in the Config Tool for easy access to this
information in one location.

Pall fraqu

Path Insight

Devicecs e, Sy,  @Sweseni Slme 3 Gt [ General | Traffic ] PoE | STP ] Inventory ] Description Rl g [Uptime|
Support Contract
Device Device Expiration Contract Contract
Name IP Address Date [[=] Phone
® Santa Clara GW 100.36.100 1273172016 RUB-22312

@/San Francisco GW 10.100.37.100 12/31/2016 RDE-22312
iDistribution Network (1 vices) .
®|Chardonnay .36.54 10/31/2017 HKE9-312

® Pinot -36.53 10/31/2017 IJ08-3121-00-3208
® Muscat .36.51 10/31/2017 1J08=3121-00=-3208
® Merlot .36.48 10/31/2017 IJ08-3121-00-3208
@ Malbeco 36.75 = - =

@ Sauvignon

@ Zinfandal -36.25 - - -

®|Gamay 37.2 12/31/2017

@/ Shiraz -37.3 12/01/2017

®|Barbera 37.5 12/01/2016

@ Brunello 7.16 1270172016

@ Grenache 37.53 =

@ Palomina -38.2 = =

@ GatewaySwitch -148.178& 12/31/2017 KR07-8718-33-7183

®|Cabernet
@ Bordeaux

66.202.3
202.4 = = =

® Internst 10.100.36.1 12/31/2017 KRO7-8718=12=-7301
@ Denver 10.100.36.60 02/01/2017 127-726-3210VE6

@ Atlanta 192.168,202.2 02/01/2017 12 26-321UVEGE

@ Honolulu 10.100.36.5 = =

& Miami 10,100.38.3 = =

@ NewYork 192.168.201.2 12/31/2017 ERO7-8718-12-7301

& SCWANETR 32.122.148.166 12/31/2017 KRO7-8718-33-7182 BBA-5

Core Network (4devices) |

scoRSA 10,100.36.4 s - -

rver 10.0.12.5 -
@ SC_Usi SWl 10.0.12.¢6 =
®[S5C_User SW2 10.0.12.7 -
e e
Path Insight Reldoase 7 (5803) Porpatual Licenso, hcensed for 1000 mioraces

Page 24



Integrated Research

Prognosis Path Insight

Financials

The Financials tab provides financial operation information about your equipment. Ensure that you aren’t
running equipment older than expected while gaining insights into the operational costs of your network.
You can see the Manufacturer Date, when the device was Deployed, Procurement Cost, Amortization
Months, Annual Support Cost, and Monthly Operating Cost.

Path Insight

Device << >> @ Healthy Suppressad
Device Device

@ Issue 7 Comm fal

MFG
Date

Compliance

Deploy
Date

Procurement

100
W 10.100.37.100

@ Chardonnay 10. 10

.36.54
@ Finot 10. -36.53
@ Muscat 10. -36.51
@ Merlot 10.100.36.48
@ Malbec 10.100.36.75
@ Sauvignon 10. 36.20
® Zinfandal 10.100.36.25
@ Gamay 10.100.37.2
@ Shiraz 10.100.37.3
@ Barbera 10. 31.5
@ Brunello 10.100.37.18
#/Grenache 37.53
@ Falomino 10. -38.2

-148.176
152.168.202.3
1592.166.202.4

®|GatewaySwitch 32.

#/Cabernet

@ Bordeaux

@ Internet
@ Denver
@ Atlanta

® Honolulu
®|Miami

@ HewYork
® SCWANRTR

L] acoASA

@ 5C_Server

Jzer SW1
@ 5C_User S5SW2

11/21/2005

8/1/2005

11/30/200%
6/4/2008

3/24/2008
6/13/2011

2003
25/199%

6/24/2002
B/16/1399
5/23/2005
10/29/2006
T/30/2006
5/1/2000
4/28/2008

B/30/2010
2/21/2011
272172011
2/21/2011

5/14/2007

12/31/2011
12/31/2011

10/31/2012
10/31/2012
10/31/2012
10/31/2012

12/31/2012
12/01/2012
12/01/2011
12/01/2011

12/31/2012

}ﬁﬁ1é
02/01/2012
02/01/2012

12/31/2012
12/31/2012

2/1/2013
2/1/2013
2/1/2013

Talals

£3,435

$2,450

5890
5582
§2,350

$T65

5852

$1,280

51,280
5767

§3,438

Amort Annual Monthly

Months Support Cost Operating Cost
48 $168 $85.58
18

48

5168 $B5.56

5230
$288

5128

551 $22.79
535 ]
5120 558.96
542 515.44

£37.82

51

51 £37.92

5135 $37.92

5135 $37.92
543 $19.56

e
Path Insight Release T (5803)

Parpetual License, hconsed for m-o'omlnnu:ns
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Uptime
The Uptime tab allows you to see uptime information and when a device last rebooted. You can aid in
troubleshooting any device that goes down.

Poll frequency:

Path In5|ght Last poll: 6

Network health:

Device ® Healthy ~ Suppressed ®lssue ? Comm fail Lock Config
Device Device SNMP SNMP Daily
Name IP Address Version Reliability Uptime Device Last Reboot

® Syrah 10.0.0.1 SNMEV3 99.%8% 100.000% 82 days 23:56:28.70
® Burgundy 10.0.0.1% SNMEV3 100.00% 100.000% 117 days 22:07:54.30
® santaClara 10.0.0.2 SNMEV2C 100.00% 100.000% 248 days 13:13:36.47
] ardonnay 10.0.0.20 SNMEV3 100.00% 100.000% 180 days 11:12:47.00
® Pinot 10.0.0.21 SNMEV3 100.00% 100.000% 248 days 13:13:36.47
® Merlot 10.0.0.22 SNMEV3 100.00% 100.000% 248 days 13:13:56.47
® Muscat 10.0.0.23 SNMEV3 100.00% 100.000% 244 days 16:59:14.95
] 10.0.0.25 SNMEV2C 98.71% 97.815% 117 days 22:00:27.08
® jag 10.0.0.254 SNMEV3 100.00% 100.000% 31 days 02:03:00.38
® Ribolla 10.0.0.26 SNMEV2C 100.00% 100.000% 117 days 22:03:27.92
® Grenache 10.0.0.27 SNMEV2C 100.00% 100.000% 1 days 16:28:16.48
L] 10.0.0.30 SNMEV1 59.87% 95.439% 12 days 13:51:01.21
® 10.0.0.33 SNMEV2C 100.00% 100.000% 0 days 00:00:00.00
] 10.0.0.35 SNMEV2C 100.00% 100.000% 103 days 02:42:41.00
® 10.0.0.38 SNMEV2C 100.00% 100.000% 13 days 00:42:30.84
® 10.0.0.3% SNMEV1 ©2.31% 100.000% 118 days 20:51:16.02
® Champagne 10.0.0.42 SNMEV2C 100.00% 100.000% 117 days 22:06:03.64
® Sauvignon 10.0.0.43 SNMPV2C 99.86% 95.593% 117 days 22:27:11.8&7
® Bordeaux 10.0.0.45 SNMPV2C 100.00% 100.000% 33 days 11:32:27.48
® Gamay 10.0.0.48 SNMEV2C 100.00% 100.000% 248 days 13:13:56.47
® Bardolino 10.0.0.47 SNMEVZC 97.70% S6.824% 24 days 18:19:42.84
® Barbera 10.0.0.48 SNMEVZC 100.00% 100.000% 117 days 22:03:01.00
® kmax-mm.example.tld 10.0.0.58 SNMPV2C 100.00% 100.000% 226 days 19:24:51.50
® RuckusZP 10.0.0.¢8 SNMPV2C 100.00% 100.000% 200 days 23:58:41.72
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Requirements

The Prognosis Path Insight Service installs on a Windows server (or workstation acting as a server), and
can be viewed from web browsers on the network. The following are requirements for the server and the
client web browser.

Small Network Server Requirements

For networks 25,000 interfaces or less, the following hardware is required:
v' Pentium 1ghz processor or faster (Virtual server is fine)

10 GB of free disk space

2 GB of RAM for the service (4 GB RAM minimum for the server)
100 MBPS Network Interface Card

Runs on both 32 and 64 bit Windows deployments

A N NN

Operating systems: Windows 2000 Server/Advanced Server
Windows Server 2003
Windows Server 2008
Windows Server 2012
Windows Server 2016
Windows 2000 Professional
Windows XP Professional
Windows Vista
Windows 7
Windows 8
Windows 10

Medium Network Server Requirements
For networks with more than 25,000 interfaces, but less than 100,000 interfaces, the following hardware

requirements are suggested:
v" Dual-core 2ghz processor or faster (Virtual server is fine)
50 GB of free disk space
2 GB of RAM for the service (4 GB RAM minimum for the server)
100 MBPS Network Interface Card
Runs on both 32 and 64 bit Windows deployments

AN N NN

Operating systems: Windows 2000 Server/Advanced Server
Windows Server 2003
Windows Server 2008
Windows Server 2012
Windows Server 2016
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Large Network Server Requirements
For networks with more than 100,000 interfaces, the following hardware requirements are suggested:

v

S N N N SR NN

Dedicated hardware (Virtual server not recommended)

Dual-core 2 GHz processor or faster

250 GB of free disk space

8 GB of RAM

1gbps Network Interface Card

4 x 15,000k rpm hard drive in a hardware RAID-V configuration or SSD
64 bit Windows Server

Operating systems: Windows Server 2008
Windows Server 2012
Windows Server 2016

Virtual Server Requirements

Running the solution on a virtual server is fully supported for deployments below 100,000 interfaces. The
server should be configured with a fixed (static) MAC address for licensing purposes.
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Installation

Installation and configuration of Prognosis Path Insight takes roughly 12 minutes for most networks.

You must have a valid Prognosis Path Insight License to use the software. This will usually arrive in the
form of an email from Prognosis Path Insight:

Integrated Research License

Thank you for acquiring Integrated Research software.

Customer Name: Cindy=sPI

Start date: 8/24/2017 12:00:00 &M
End date: $/8/2018 12:00:00 2M
Interfaces: 10000

Requirements

* Make sure that the computer where the software is installed meets the system requirements.
* Al network switches, routers, gateways, and servers should have IP addresses and SNMP
read-only community strings configured. Contact support usa@ir.com for assistance with SNMP

configuration of network switches and routers.
Installation
1. Download and run the installer:

http://pathinsight.ir.com/download/IRPrognosisPathinsight8(R8152).msi
2. After the program is installed, the QuickConfig wizard will run. Enter the following information

into the QuickConfig wizard to activate the license:

Customer number: 12850534
Customer locatilon: HQ

If you have any questions, please contact Support.usa@ir.com or call us at 1-800-942-7382.

License information can be obtained from your Prognosis Path Insight reseller or directly from Prognosis
Path Insight.

Prognosis Path Insight license support:
Email: support.usa@ir.com
Support toll-free: +1 800-942-7382

To set up Prognosis Path Insight on your machine, use the provided link in the email to download the
latest version from the Integrated Research website.

Prognosis Path Insight should be installed on a server or workstation that has a permanent connection to
the network.
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QuickConfig Wizard

Double-click on the installation program and follow the instructions on the screen. The Quick Config
Wizard will auto-configure Prognosis Path Insight for you and begin monitoring in just a few minutes.

The QuickConfig Wizard has four steps after Activation:

Step 1: Network Address Ranges
Step 2: SNMP Community Strings
Step 3: Issue Thresholds
Step 4: Emailed Reports

After installation is complete, Prognosis Path Insight will scan your network for devices and begin
monitoring.

Activation
You will be asked to enter your subscription information to activate your subscription.

ﬁ Path Insight QuickConfig Wizard X

Activation

In order to activate vaur license, vou will need to provide a customer
number, customer lacation, and your contact infarmatian.

This information will be walidated against our subscription server to
activate yvour license.

Customer Mumber: |12850534

Customer Location: |HQ

Corntact Marme: |Cindy Hauser
ContactPhone:  |800-842-7382]
Contact Email: |SUppDr‘t.usa@ir.CDm
MAC Address: |a-93-95-07-17-24

‘ Mext»> | Cancel

Enter all fields from your subscription email.

Note: Customer Number and Customer Location fields are case sensitive. These fields must be entered
exactly as they are specified in the subscription email.
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Step 1: Network Address Ranges

The first step allows you to specify the network range or ranges that should be scanned to discover
network devices such as switches and routers.

ﬁ Path Insight QuickConfig Wizard

Step 1 of 4: Network Address Ranges

The QuickConfig Wizard can scan your network for dewices to monitor,
Allinterfaces on each device will be monitared.

Specify the network address ranges that should be scanned.

MNew Address Range

Starting: | |

Ending: |

Group: |Firewal|

Address Ranges to be Checked

10.0.0.1-10.0.0.254 [Denver]
10.20.0.1-10.20.0.10 [MPLS Lak]
10.30.0.1-10.30.0.10 [MPLS Lak]
10.50.0.1-10.50.0.10 [CDP Lahb]
10.50.1.0-10.50.1.10 [COP Lah]
10.60.0.1 - 10.60.0.10 [4AMN Lak]
10.86.0.1 - 10.86.0.10 [Firewall]

<<Previous ‘ Mext>> | Cancel

Lo |
TN

Enter a starting IP address and an ending IP address for each network range that should be scanned. A

group name can be assigned to each IP address range that is added.

Note: Run the Quick Config Wizard once with just a couple of subnets and notice the results. Then you

can re-run the Quick Config Wizard and add successive subnets.

Note: The list of what Prognosis Path Insight discovers can be examined and adjusted with the

Configuration Tool.

Note: If a device is in the Network Address Range to be monitored but does not appear on the Device
List Page in Prognosis Path Insight:

1) Use the Poll Device to see if it communicates via the SNMP string. If it Does respond to SNMP via the

Poll Device:

2) The next thing to check is that your Number of Interfaces does not exceed your Licensed Interface
Count. Your Interface Count can be seen at the Bottom of the “Device” page. If your Interface Count is

fine:

3) Check the SwMonlgnore.cfg file to make sure it was not set to be ignored. The SwMonlgnore.cfq file
can be found in C:\Program Files (x86)\Integrated Research\Path Insight\

Click "Next" to continue.
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Step 2: SNMP Community Strings
The second step allows you to select what SNMP read only community strings should be used with this
scan.

ﬁ Path Insight QuickConfig Wizard

Step 2 of 4: SNMP Security

Specify the SNMP read only security credentials that are used on
dewvices inyour network, These will be used to access interface

infarmation on wour devices.
MNew credentials

SHMP wversion: oWl wic (w3
Usemarme: ||

AuthProt: AuthPass:

s =]

PrivFrat: PrivFass:

BES =i

Credentials to be checked

wepublic
w3 PSAdmin

i

<<Previous | Mext>> | Cancel |

Enter all of the SNMP read-only community strings that are used in your network to help ensure that
network devices are identified.

Note: On Cisco devices, the “@” sign should not be used in a community string as it is reserved for
special use in fetching bridge tables with the Cisco’s Community String Indexing feature.

Click "Next" to continue.
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Step 3: Issue Thresholds
The third step will ask what thresholds to use for determining if your network is healthy or not:

ﬁ Path Insight QuickConfig Wizard X

Step 3 of 4: Issue Thresholds
Fath Insight tracks utilization and errar rates for each network interface on
wour netwark,

To help wou guickly determine if your network is healthy, you can set
threshalds for error rates and utilization.

Metwark status will be declared 'Degraded' if any network interface has:

An error rate greater than EE' percent

-ar-
A peak utilization rate greater than 9”3: percent

These defaults should provide a good starting point for most netwaorks.

<<Prewvious ‘ Mext»> | Cancel

If an interface has an error rate higher than 5%, network status will be changed to 'Degraded'.

If an interface has a peak utilization rate (transmitted or received) over 90%, network status will be
changed to 'Degraded'.

These numbers can be adjusted to suit your specific network environment and your tolerance for errors.

Click "Next" to continue.
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Step 4: Emailed Reports
The fourth step will ask if you want to receive daily emailed network 'Weather Reports':

ﬁ Path Insight QuickConfig Wizard x

5tep 4 of 4: Emailed Reports

Path Insight can email a daily network "“Weather Report” to help vou keep
track of wour network health.

Do you want to receive these repors? & “es (" Mo

Send to: |suppnn.usa@ir.cam
Example: jdoe@hotmail. com, flbi&anl.com

Send from: |P\EPDHS@|R.CDm

Example: noc{@company.com

kail server IF address: |1 0.0.0. Dl

(ar DNS name) Example: mail.company.com

Test

<<Previous | Mext»» | Cancel

Enter the Internet SMTP email addresses that should receive the daily report. You can enter multiple
email addresses by using a semicolon, comma or space character between each email address.

Enter the email address that these messages should be sent from (make sure to use an Internet SMTP
email address -- e.g. bob@company.com). If the email address does not exist, the email will bounce
back to the "Send from" user's mailbox.

You will need to enter the IP address or DNS hostname of your SMTP mail server address. This mail
server should allow SMTP forwarding if you intend to send to individuals at other domain names. See
Appendix C for additional information on SMTP email forwarding.

After entering this information, you can click "Test" to send a test email. If there is a problem sending an
email, you will be presented with detailed information how to resolve the problem.
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ﬁ Path Insight QuickConfig Wizard X

Ready to begin collecting

The wizard is now ready to scan your network and look for SHMP
manacgeable devices. Each discovered device will be gueried to
determine what IF addresses ithas. The wizard will use these IP

addresses to remove duplicates from being monitared.

After the duplicates hawe been remowved, the productweb page will be
presented with the discovered devices. If a specific device does not show
up. investigate if SNMF has been properly configured on the dewvice by
using the FollDevice program.

MNote: Some Intrusion Detection Systems may generate an alert during this
SCAan.

<<Previous | Finizh | Cancel

Click "Finish" to complete the wizard.

After clicking "Finish", the wizard will scan the network ranges for network devices that support SNMP.
The monitoring service will be started, and you will be presented with a web page displaying which
devices are being monitored.
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48

Ready to begin collecting

The wizard is now ready to scan your network and look for SHNME
manageable devices. Each discovered dewvice will be gueried to
determine what IP addresses ithas. The wizard will use these IF

Collecting device list...

Receiving ARPF cache entries...

CQuerying IF address range: 10.0.0.7 through 10.0.0.254 [Denver]...

Cancel >> More

<<Previous Finish Cancel

That is all that is necessary to install and configure the program. You should be able to immediately
analyze errors on your network.

The network Weather Report emails are sent out at midnight local time, detailing the status of your
network for the previous day.
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Re-Configuring when your Network Changes

If you have new interfaces on your network, you can re-run the Quick Config Wizard to scan your network
and determine what changes have occurred.

To re-run the Quick Config Wizard, click on "Start". Then choose "Programs", "Integrated Research",
“Prognosis Path Insight", and "Quick Config Wizard".

You don't have to change any configurations already set with the Quick Config Wizard. Just click "Next"
to every screen and the network will be scanned for new interfaces.

ﬁ Path Insight QuickConfig Wizard X

Step 1 of 4: Network Address Ranges

The QuickConfig vWizard can scan your network for dewvices to monitor.
All interfaces on each device will be monitored.

Specify the network address ranges that should be scanned.

Mew Address Range

Stating: | 10 . 40 . 0 1
Ending: | 10 . 40 . 0 . 10
Group: |New Lab| Add

Address Ranges to be Checked
10.0.0.1-10.0.0.254 [Denver]
10.20.0.1-10.20.0.10 [MPLS Lak]
10.30.0.1-10.30.0.10 [MPLS Lak]
10.50.0.1-10.50.000 [COP Lak)
10.50.1.0-10.50.1.10 [COP Lak)

10.60.0.1 - 10.60.0.10 [¥AMN Lak]
10.86.0.1 - 10.86.0.10 [Firewall]

<<Prewvious ‘ Mext»> | Cancel

Automatic Re-Configuration

The Quick Config wizard can be run in automatic mode from a scheduled task if it is desired for new
devices to be automatically discovered on a regular basis.

MonitorWizard.exe /a
When run in automatic mode, the program will not ask any questions but will scan the previous IP
address ranges, will use the previous SNMP community strings, and add any new devices to the service.

The service will then be stopped and then re-started to have the new devices added.

To change what IP address ranges and SNMP community strings are used in the automatic scan, edit the
wizard.ini file:

/#10.100.47.1 - 10.100.47.254 [Default]/
/#10.100.56.1 - 10.100.56.254 [Default]/
/#192.168.136.1 - 192.168.136.10 [Edge Network]/
/#192.168.110.1 - 192.168.110.10 [Edge Network]l/
/public/

Make sure all slashes /" and pound signs ‘# are maintained.
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Using the Web Interface

Navigation Map

The Prognosis Path Insight Web layout is easy to follow, and easy to navigate between switches and
interfaces.

Map Path Gremlins Phones Assessment MOs Devices Favorites Issues Health Top-10 WAN Interfaces Tools

Y YV vV vV Y

Unknown
Protocols

Half Duplex | | Trunk Ports

Y IR

Device Daily Weekly Monthly Yearly
Details Health Health Health Health

IP to MAC to MAC
4 MAC Interface toIP Networks
Search Search Search

VolP
Tools

2 R 2K 2N 2 2

v Errors Transmitters Receivers Latency Jitter Loss Calls

o D [ T T T 71 T ]

Details

The top row of the navigation map includes a number of tabs that define different areas of the product.

Web Page Headers

At the top of each web page, general information is displayed: Polling Frequency, Last Poll Time, and
Network Health.

Tabs
Navigating using the web interface is accomplished by using the tabs at the top of the web page:

Path Insight

Each tab covers a specific area relating to the health of your network.
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Map

Prognosis Path Insight’s Dynamic Network Map will tell you what is working and not working within 5
seconds of an outage. Multiple maps and locations can be created for display.

Prognosis Path Insight's Dynamic Network Maps provide audible and visual cues that are designed to
instantly alert you of network issues. Visual cues indicate the utilization level—links will show as a thin
green line if lightly utilized and become thicker as network utilization increases while a thick red line
indicates heavy utilization. Links will change to a thick black line if the link is down.

Ping points are also available to show if a device is reachable or not, adding further validation of network
stability. Audible alerts play when links or devices go down so you can know what's happening
immediately and start to remedy the problem.

Poll frequency:
Prognosis Path Insight Last poll 3/13/2015 4:44:

Network health:

- Detach Link

Detach
T

Reykja

‘acific Atlantic

Hanciun®

__\-_izf" 2a-tingn Dn Los Catlern:.
g i Dominga.

P:mama Bamargiil
ci

H e ."

Marmuna
San s

State is up to date 22 e 167:394
- XY Coordinates

e —
Prognosis Path Insight Releass B (6485) Pempetual License, licensed for 1000 interfaces.

Links and Ping Points can be added to this map via the “Config Tool”. To pinpoint locations for adding
lines, use the XY coordinates indicated in the lower right corner of the web page. See pages 154-156 for
more details on using the “Config Tool” to create links on the map.

To pan around the map, click and drag anywhere on the background of the map. To zoom in or out on
any section of the map use the + or — feature on the top left of the map screen.

Click on any line to display a Daily Graph for the monitored interface.
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You can use the “Detach” link in the upper right corner to open a detached view of the network map for
full page viewing.

Legend Line Color Description
Green <10% utilized (lightly utilized)
Yellow ~50% utilized
Red >90% utilized (heavy utilized)
Black Interface is down
White Communication failure (could not read interface
status)

Poll frequency:

Prognosis Path Insight L:

Netw

['ET  Path  Phones = Assessment MOS Devices Favorites Issues Health Top-10 WAN Interfaces Tools

(MTIIETM World | San Francisco | Detach
B Sunnyvale ® Denver @

|

ol 1 i e
Cisco ASR1002 Router A Cisco ASR1002 Router B

Fetching DEMO data

S ——————— —
Prognosis Path Insight Release b (6465) Perpetual License, licensed for 1000 interfaces

Page 40



Integrated Research Prognosis Path Insight

Gremlins Tab

The Gremlins tab is a correlation engine that allows you to quickly understand what events happened at a
specific timeframe on the network.

Poll frequency:

Path Insight Last poll:

Network health:

5 minutes
10 minutes
15 minutes.
What happened ago on the network
30 minutes Event
35 minutes
— . —
Path Inssght Release 7 (6ag 40 minutes Parpalual License, hesnsed for 1000 nlterfaces
45 minutes
50 minutes
55 minutes
1 hour

What just happe specific time period

It will present events in the following order of priority:
Devices that went offline

Devices that went online

Interfaces that went down

Interfaces that went up

Devices that had high packet loss
Interfaces that had high utilization

Interfaces that had packet loss

Nog,rwbE
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Phones Tab

The Phones tab lists the location of all VoIP phones in your network. This is detected by looking for the
MAC address prefixes that VolP phones use.

To learn the current location of phones, click the “Update” button to collect the bridge tables and ARP
cache information.

In a few moments, you should see the phones in your environment along with the switch ports where they
are connected:

Poll frequency: 00:05:00

II Prognosis Path Insight Last pol 7/12/2017 9:49:19 BM
Network health:

Information updated as of: 7/2/2017. 8:09:58 PM

First Previous Next Last
Peak Daily
VoIP VolP Switch and interface where VoIP device is Connected Utilization

VolIP devices discovered on the network

Device | Device . - MAC  Peak Daily
IP Address MFG Platform  VLAN PoE Switch | Interface Interface Description Addresses Error Tx | Rx
10.0.0.57| Cisco Cisco IP Phone 79680 1 25.50 In £1 Gi1/0/10: GigabitEthemet1/010 1 0

Gi1/0/11: GigabitEthernet1/0/11
Gi/li4: GigabitEthemet 1/0/4
15: 15 {to Atlanta Port fa0f0)

2| Polycom |-
1| ShoreTel |-

Polycom
Polycom
ShoreTel |-

0. 32| ShoreTel |-

3| ShoreTel -

Aastra
ShoreTel
ShoreTel
Cisto cisco WS-C3560-24PS 0 -
0.0.26 Cisco | cisco WS-C3560-24PS O -

ShoreTel |- 0 ~ e

oo e oo m e

Y T S Y I

Fal/13: FastEthemnetdi1 2 (Microscope, Inc.)
Fali13: FastEthemet0i13 (Microscope, Inc.)
0E 1.8 X440-Bp Pori &

Records 1-14 of 14 displayed (100 per page)

VolIP devices discovered on the network First Previous Next Last

— — w— —
Prognosis Path Insight Releass 8 (8135) Copynght ©2017 Integrated Research License expires on 712412017, licensed for 5000 inferfaces

If you notice that there is more than one MAC address on the interface, it would indicate that a PC is
hooked up to the phone.

The error and utilization rates are shown for each switch interface to inform you of the health of these
connections.

Note: If you have VoIP phones that are not showing up in the list, you can add device manufacturer
OUls (Organizationally Unique Identifier) to the OUIFilter.cfg file. Look in Appendix H for
additional information on this.

Page 42



Integrated Research Prognosis Path Insight

Path Tab
The Path tab permits you to view the health of all links between two IP addresses.

Poll frequency:

Path Insight

1P, MAC, and ARP information updated as of 3132015, 4:40:02 PM

Current mapping from one IP address to another IP address

Source IP | Mati: This mapging will desplay the path that packets curently take, I the ne
[ L vioUS. poarnl in i

diffareri &l a pre i, e Frsapging miny not rflict i proviow

Destination IP Address: | | Map |

— —
Path Insight Releasa T (6303) Prepatual Licensa, bcensad for 1000 intorfaces.

Before mapping a call, click on the “Update” button to make sure that the bridge tables and ARP cache
information is current.

Note: The mapping will display the current path that packets take. If the network configuration or state
was different at a previous point in time, this mapping may not reflect the previous conditions.

Enter the Source IP address where you want the mapping to start and the Destination IP address where
the packets would be destined. Click the “Map” button to initiate the mapping.
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Path Insight

g WA Dhvice
T 1P, MAC. and ARF intomation updated a3 of S132017. 10:47.53 AM

Current mapping from ane IP address 1o another IP address

Saurce P Address:  [10.002 . Moke: T gl il sl B o ks ¥ ek

Source IP: 100.0.2

o -
Fa00 FastEmemetin 42
1P Address 19.9.0 u
Dol E P
5 5 2

Paak Errer Rate:

Puak Utization Fate ™ sal
W m m mh mn B ;i [0
Cuesing MO0 GEDO R0 W00 M0 W0 e e
W Tranema Rase Bl Fress Rt
nd o
33 ™
Duplex: 'E o
Spend ; L)
Peak Error Rate "
Paak Utlization Rate =~
iz W ma w nm s
to 2o s wea st 10
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Burgundy Layes-2 Switch (10.0.0.43)
™~
-
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Speed 5 =
Poak Error Rato e
Paak Utiization Rat:
T wa B o =
wee e B 120
i P
#4 BT GoaeEhamatt0D -
Duplex ‘E i
5 § =
Spesd 5
Piak Error Rate o
Faak Utiization Rate: 0
T B mbn ma mar B o T
MW W 0T We aW WR o 16
W seceivw Sate B Ervoe e
Syrah Layer-2 Switch (10.0.0.1)
Syrah Backplane (10.0.0.1)
s
4 Wil Vet A
1P Addraas 0.1 &
Dhuple - o=
Sped i~
Peak Error Rate "
Paak Uliization Rate ——
R s
% M ww oam  se e

5w
I o=
Syrah Raouter (10.0.0.1 5
yrah Houbes | 1 ¢ ]
e mr Wi mm mm
ww wio  mw e
W CFU iseation.
™~
. ™
g m
T
™
Gz owE e mm W W om o
e RCR TR -« S 1 R 44
I Tt st B v s
Syrah Backplane {10.0.0.1)
Syrah Layar.? Switch (10.0.0.1)
uma -~
B3 G, Gt et LV T 5 |
Drapias: Fall £ »
Spesd 1.9 o i "
Paak Errar Rate el
ety = .
Pk K2 Ao Bt [3E) [ ] - awn 1)
Cuswing e ot e
[~ R
.
. ™
] 5
t]
Peak Error Rate "
Paak Uikzation Rate 3
w1z mz weE mm me me me s m
Bio)  Dem  ts  Wee e sm  odm e e
W Goeceivs tate B Crve e
Destination IP: 10.86.0.2
Path lasight Feleans 303152 Copyrgh ©2017 Inlegrated Reseasch. Liserrse avpives on D200, beersad for 10000 interfaces

This will perform a one-way path mapping from the starting IP address to the ending IP address. Itis a
one-way view of how packets would flow from the starting IP to the ending IP. To view how packets
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would return, you should click on “Reverse Historical”, as the reverse path may be different than the
outbound path if asymmetric routing is occurring.

Each interface will display the historical percent utilization (received for inbound interfaces and transmit
for outbound interfaces) along with the error rate.

You can also view the duplex setting of each interface to make sure that each outbound interface
matches the duplex setting on the inbound interface.

On outbound Cisco router interfaces, the Queuing configuration of the interface is also shown to aid in
determining if QoS is configured properly on the interface.

Note: If the mapping is unable to complete, it may be due to the fact that all switches and routers along
the path may not be monitored. Add these devices to monitoring for complete visibility of the
entire path.

Note: If a switch or router is unable to be monitored (For example: A WAN service provider does not
allow SNMP access to the device), then a static route mapping can be made through the device
to the far end. Refer to Appendix K on how to add a static route to the configuration.
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You can view current utilization for all of these links by clicking “Forward Current” or “Reverse Current”

Path Insight

ar 3 1P MAS, and ARF information updated s of S3E01T. 104750 AM

Curreat mapping from ons IP address to anther IP address

Source IP Address: 002

Destination IP Address: 108602

| Fon

nd
Falil FaslEthererti

1P Address

Duplex

Spoad

Paak Error Rate

Poak Uiization Rato

Quiing

Duglax
Speed

Paak Errar Rate

Peak Utiization Rata 1

Spead
Paak Error Rate
Paak Utiization Rty

una
4 G0T G namel Nz

Duglax
Speed

Paoak Errar Rato
Peak Utiization Rato

4 VI viamy
1P Addrass

Duplex

Spasd

Peak Error Rate

Paak Utiization Rata: 0

1P Addr
Dl =

Spesd 5
Paak Errer Rate:

Peak Uniization Rate. ©
Qusuing

B3 G CogattEersat 1171

Duplox

Speed

Peak Error Rate
Paak Liization Rate
Queuing

ol g Loeal)
1P Addross
Duplax
Speed

Paak Ermor Rate
Peak Uiiizatlon Rate

Ncte: The mapsing o lake. 1 the
ciflerent af a previous poink in time. he mapping may nol sedect ffe orevious condsons

Source IP: 10.0.0.2

Lhilization Percen
00 m m o\ =

Uitilization Percent

Burgundy Layer-2 Switch (10.0.0.15)

Unilization Percant

Liilization Percent
o_.m

Syrah Layer-2 Switch {10.0.0.1)
Syrah Backplana (10.0.0.1)

Syrah Routes (10.0.0.1)

Uiilization Percent

L
T
Rx|

Syrah Backplane (10.0.0.1)
Syrah Layer-2 Switch {10.0.0.1)

Unilization Percent

o W M ® @ = e

Ix
Hx

Uilizatbon Percent

Destination IP*: 10.86.0.2

Palh Insght Felaass B (0152) Copyrght S0017 Inbegraled Ressiich

Licease pees on SRIDID, beensed for 1000 mleriaces

The current utilization will update every 10 seconds.
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Assessment Tab

The Assessment tab displays bandwidth constrained interfaces and recommendations for QoS
configurations:

Pell frequency:

Path Insight

R A Comgrehensive Assassmint Repor
Interface P ing _MEKIITIUITI Status
Name Number Address Description Configuration Calls Admin Oper
C t #2 1921682011 | Seld: Senaldd 00| First In First Out (FIFO) 3
v #3 Sedv1: Senald'l 1,5 Weighted Fair Gueuing (WFQ) F
t #3 Seli0: Senal0 1,5 Weighted Fair Queuing (WFQ)
t #l Sedi0i: Serialii 1, Wsightied Fair Cusuing (WFCQ) 23
t #3 Se0nd; Senallid 1 Weighted Fair Cusuing (WFQ) 23
t #2 1921682012  Spdi) Senalv0 (Link to Atlanta) Waighted Fair Queuing (WFQ) 3
t 43 Sedi1: Senalv (Link 1o Sunnyvale) 1,k 00| Wisighted Fair Qusuirg (WFQ) 23
t #5 T1 0/0V0: T1 0IOvD 1, )0 Undatanmined 23
t #6 T4 0/07: T1 001 1,5 Undatenmined 2
! 138.104.140.182 Sedi0/0:0: SenalvOi0:0 1 JU Weighted Fair Queuing (WFQ) up
SCWANRTR| Ir E 381125694 | Sel0/1.0 Senal0i1.0 1,5 Weighted Fair Queuing (WFQ) 23 up

SCWANRTE Int #9 | 160.254 24030 Tul: Tunnell First In First Out (FIFO) 0 up

SCWANRTE|Int #10 169254 248 26 Tu2 Tunnel? 5, 000| First In First Out (FIFC) 0 up | up
Recommendations
Fair ing (WFQ) is

Weishted Fair Queuing should not be utilized on links slower than 10megs in a VolP environment, as it does not provide adequate pricritization for VelP packets. Custom queuing or Modular Qos
CLIshould be enabled to ensure bandwidth protection for VolP packets.

= First In First Out (FIFO) Queuing is employed
FIFO Queuing should not be utilized on links slower than 10megs in a ValP environment, as it does nolt provide any prioritization for VolP packets. Custom queuing or Modular Qes CLishould be
enabled to ensure bandwidih protection for VelP packets.

In the upper right corner is the Comprehensive Assessment Report. This is a single downloadable report
that includes information from many different parts of the system. This can be used as a complete VolP
assessment of network conditions and errors.
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MOS Tab
The MOS tab displays the MOS graphs for each monitored device on the network:

Poll frequency:

Prognosis Path Insight Last poll:

Network health:

Round-Trip MOS Score from Prognosis Path Insight to Network Devices

Device Device
Name IP Address Stats MOS Score from Prognosis Path Insight to device and back
5
® 4
5 3
Max: 4.4 |
1] 2
10.0.0.1 Avg: 212
= 1
Min: 1.0

0
07i11 071 0711 07i11 071 0711 072 0TM2  07M2
00:00 04:00 08:00 12:00 16:00 20:00 00:00 04:00 08:00

Il MOS Score
5

¢

3 [
Max: 4.4

. ._——_' \—J
Min: 1.0 d

MOS Score

Avg: 21

0
o7 o oM o7Mm o7 o7 072 072 07H2
00:00  04:00  08:00  12:00  16:00  20:00  00:00  04:00  08:00

Il MOS Score
5

¢

3 [
Max: 4.4

2 ._——._' \—ﬂ
Min: 1.0 i

10.0.0.2 Avg: 2.1

MOS Score

0
0711 07T o7 0711 071 071 0712 07112 07M2
00:00 04:00 08:00 12:00 16:00 20:00 00:00 04:00 08:00

Il MOS Score
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Device MOS Score, Latency, Jitter, and Packet Loss

During its communications with each monitored device, Integrated Research’ Prognosis Path Insight
tracks the peak and average latency, as well as the jitter, packet loss and MOS score.

This creates the ability to monitor devices across a WAN or the Internet and know how stable the

connection is.

This information is available below the Aggregate Peak utilization (and CPU and memory graphs if it is a

Cisco device) on the device page:

MOS score from TotalView to device and back

5
@ 4
5] 3
w
w
o 2
= 1
o
07M0 07M0 oTHM0 07M0 oTHM0 o7TM1
04:00 08:00 12:00 16:00 20:00 00:00
Il MOS Score

Latency from TotalView to device and back

0711 0711

04:00 08:00

60

40

Milliseconds

070 070 07110 070 07110 0711
04:00 08:00 12:00 16:00 20:00 00:00

Il Max Latency Il Avg Latency

Jitter from TotalView to device and back

0711 0711
04:00 08:00

20

i

=

= 15

(¥}

= 10

=
orMo orMo o7H0 orMo o7H0 7M1
04:00 08:00 12:00 16:00 20:00 00:00

I Jitter in MS

Packet loss from TotalView to device and back

0711 0711
04:00 08:00

= 10%
(o]
i)
=
@
= 5%
o
0%
07TM0  O0TM0  07M0  O7MO  O7TMO  OTM1  O7M1  OTM1
04:00  08:00 12:00  16:00  20:00  00:00  04:00  08:00
Il Loss
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Devices Tab
The Device tab view shows you a list of your monitored network devices and information about each.

Poll frequ
II Path Insight Last poll 2
Network health:
Path [ Gremlins | Phones | Assessment MOS [NENMEEEN | Favorites | Issues  Health WAN | Interfaces  Tools
Device << == ® Healthy Suppressed ®lssue 7 Commfail Lock Config General PPoE ] S1P] Inventory = ST [Uptime
05l Services
Device Device Manage #of Oper Oper Admin
Name IP Address Device 1234587 own Location Contact

®|Syrah 10.0.0.1 |Telnet SSHWeb HTTPS  # & 36 | 25|11 3 |"SantaClara" noc@pathsolutions.com
®|Burgundy 10.0.0.19 |Telnet SSHWeb HTTPS | & @ e 31 20 11| 0 |Sunnyvale CA noc@pathsolutions.com
®|santaClara 10.0.0.2 |Telnet SSHWeb HTTPS @& ® o 2 3| 1| 1 |"SantaClare noc@pathsolutions.com
® Chardonnay 10.0.0.20 Telnet SSHWeb HTTPS o @ * 30 4 26 0 | newyork noc@pathsolutions.com
@ Pinot 10.0.0.21 |Telnet SSHWeb HTTPS o @ * 31 10| 21 0 | Santa Clara noc@pathsolutions.com
@ Merlot 10.0.0.22 TelnetSSHWebHTTPS o @ ® 22 g z1 0 | Santa Clara noc@pathsolutions.com
® Muscat 10.0.0.23 |Telnet SSHWeb HTTPS ' @ e 30 1z | 1e o noc@pathsolutions.com
®|Denver 10.0.0.25 |Telnet SSHWeb HTTPS | o @ . 2 2| 0| o |Demerco noc@pathsolutions.com
®|Jagermeister 10.0.0.254 Telnet SSH Web HTTPS | # ® 141 | 9 |132| 0 |SantaClaraCA noc@pathselufions.com
@ Ribolla 10.0.0.26 Telnet SSHWeb HTTPS # 27 2 | 25 0 | SantaClara itops@pathsolutions.com
® Grenache 10.0.0.27 |Telnet SSH Web HTTPS| | ® 25 4 | 21 0 | Sunnyvale, CA noc@pathsolutions.com
® PS-FIR1 10.0.0.30 Telnet SSH Web HTTPS . . 2z 2 ) 0 | PathSolutions HQ support@pathsolutions.com
®|BarleyWine 10.0.0.33 |Telnet SSH Web HTTPS 10 | 1| 9 | 0 |Unknown UNKNOWIN
®|Shiraz 10.0.0.35 |Telnet SSH Web HTTPS| | & 34 | 3 |23 0 |SantaClara suppori@pathsolutions. com
®|Cabernet 10.0.0.36 |Telnet SSHWeb HTTPS | & 37 | 2|27 o
®|n1sace 10.0.0.39 |Telnet SSHWeb HTTPS (@ & @ ¢ 3 (2| 1] 0 |Ha noc@pathsolutions.com
Ld ampagne 10.0.0.42 |Telnel SSH Web HTTPS| | ® €1 14| 24 0 | Santa Clara.CA support@pathsolutions.com
®|5auvignen 10.0.0.43 |Telnet SSHWeb HTTPS @ @ 52 | 14| 38 | 0 | SanFrancisco,CA noc@pathsolutions.com
®|Bordeaux 10.0.0.45 |Telnet SSHWeb HTTPS | ® 115 2 | 49 | 0 | SanlaClaraCA suppori@pathsolutions. com
®/Camay 10.0.0.46 |Telnet SSHWeb HTTPS | & e 25 2 23| 0 | SanlaClara CA Tim Titus
®|Bardoline 10.0.0.47 |Telnet SSH Web HTTPS o @ 26 | 3|23 0 |SanFrancisco v tp-link com
® Barbera 10.0.0.48 Telnel SSHWeb HTTPS ® 33 1| 32 0 | Sania Clara.CA support@pathsolutions.com
® kmax-mm.example.tld|10.0.0.56 Telnet SSH Web HTTPS) .. s 3 1 a 0 | Room 200 sysmeister@example.com
® RuckusAP 10.0.0.6€ Telnet SSH Web HTTPS 18 9 9 4 hitps:/isupport ruckuswireless.com/contact_us
®|HQ 5G40-8 10.0.0.71 |Telnet SSHWeb HTTPS @ o @ @ 1 0 | Headguarters ShoreTel
® Gewurztraminer 10.20.0.1 Telnet SSHWeb HTTPS ® 57 3 | 54 o
@ Atlanta 10.20.0.2 |Telnet SSHWeb HTTPS e e ® . 4 3 1 1
@ stout 10.30.0.1 Telnet SSHWeb HTTPS @ & & & ® 26 16| 10 0 | SantaClaraCa support@pathsolutions.com
®|Boston 10.30.0.2 |TelnetSSHWeb HTTPS oo ® . =z 2| 2 | 1 |"SantaClar” noc@pathsolutions.com
. PlnutGrlng 10.30.0.5 |Telnet SSHWeb HTTPS o & & @ o 35 | 7 0 | Sanla Clara, CA noc@pathsolutions.com
®|Everett 10.50.0.1 |TelnetSSHWeb HTTRPS e & @ 3 3 o 0 | San Francisco, CA Tim Titus x4413
e Palomino 10.50.0.2 Telnet SSHWeb HTTPS ® 27 2 | 25 0 | Sacramento Steve Sisk
®|Franc 10.50.1.2 |TelnetSSHWeb HTTPS | @ 51 | 2|43 0
®|lcire 10.60.0.1 |Telnet SSHWeb HTTPS | & 1 | 1 | SantaClara support@pathsalutions.com
® AngryBalls 10.60.0.2 |Telnet SSHWeb HTTPS | @
®|hgfwl 10.86.0.2 |Telnet SSHWeb HTTPS | @ 18 14 | & | SantaClaraHQ noc@pathsolutions.com

Tatal Devices: 36 Total interfaces: 1, 061 202|853 | 13

— — — —
Path Insight Release 3 (3152) Copynight €2017 Integrated Research License expires on 9/3/2018, icensed for 10000 interfaces
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General Sub-tab
The “General” sub-tab allows you to manage the device as well as learn about the device capabilities.

Poll frequency
Path Insight Last poll:

Network health:

Device ® Healthy Suppressed ® |ssue ? Comm fail Lock Config
05l Services
Device Device Manage #of Oper Oper Admin
Name IP Address Device 1234567 Int Up Down Down Location Contact
®|Syrah 10.0.0.1 |Telnet SSHWeb HTTPS  # & 36 | 25|11 3 |"SantaClara" noc@pathsolutions.com
®|Burgundy 10.0.0.19 |Telnet SSHWeb HTTPS| (o/e e e 31 20 11| 0 |Sunnyvale CA noc@pathsolutions.com
®|santaClara 10.0.0.2 |Telnet SSHWeb HTTPS @& ® o 2 3 1| 1 | "SantaClara” noc@pathsolutions.com
® Chardonnay 10.0.0.20 Telnel SSHWeb HTTPS o @ ® 30 4 26 0 | new york noc@pathsolutions.com
e Pinot 10.0.0.21 |Telnet SSHWeb HTTPS o @ * 31 10| 21 0 | Santa Clara noc@pathsolutions.com
® Merlot 10.0.0.22 TelnetSSHWebHTTPS o @ ® 22 g z1 0 | Santa Clara noc@pathsolutions.com
® Muscat 10.0.0.23 |Telnet SSHWeb HTTPS ' @ e 30 1z | 1e o noc@pathsolutions.com
® Denver 10.0.0.25 [Telnet SSHWeb HTTPS| (oo e . 2 2| 0| o |Demerco noc@pathsolutions.com
®|Jagermeister 10.0.0.254|Telnet S5H Web HTTPS  # & ® 141 | 9 |132| 0 |SantaClaraCA noc@pathselufions.com
@ Ribolla 10.0.0.26 TelnetSSHWeb HTTPS @ @ 27 2 | 25 0 | SantaClara itops@pathsolutions.com
®|Grenache 10.0.0.27 |Telnet SSH Web HTTPS| | ® 25 4 | 21 0 | Sunnyvale, CA noc@pathsolutions.com
® PS-FIR1 10.0.0.30 Telnet SSH Web HTTPS . . 2z 2 ) 0 | PathSolutions HQ support@pathsolutions.com
®|BarleyWine 10.0.0.33 |Telnet SSH Web HTTPS 10 | 1| 9 | 0 |Unknown UNKNOWIN
®|Shiraz 10.0.0.35 |Telnet SSH Web HTTPS| | & 34 | 3 |23 0 |SantaClara suppori@pathsolutions. com
Cabernet 10.0.0.36 |Telnet SSHWeb HTTPS | & 37 | 2|27 o
ilsace 10.0.0.39 |Telnet SSHWeb HTTPS e/e @ ¢ 3 2| 1| 0 |Ha noc@pathsolutions.com
Champagne 10.0.0.42 |Telnet S5H Web HTTPS e ® €1 14| 24 0 | Santa Clara.CA support@pathsolutions.com
®|5auvignen 10.0.0.43 |Telnet SSHWeb HTTPS @ @ 52 | 14| 38 | 0 | SanFrancisco,CA noc@pathsolutions com
®|Bordeaux 10.0.0.45 |Telnet SSHWeb HTTPS | ® 115 2 | 49 | 0 | SanlaClaraCA suppori@pathsolutions. com
®/Camay 10.0.0.46 |Telnet SSHWeb HTTPS | & e 25 2 23| 0 | SanlaClara CA Tim Titus
®|Bardoline 10.0.0.47 |Telnet SSH Web HTTPS o @ 26 | 3|23 0 |SanFrancisco v tp-link com
® Barbera 10.0.0.48 Telnel SSHWeb HTTPS ® 33 1| 32 0 | Sania Clara.CA support@pathsolutions.com
® kmax-mm.example.tld|10.0.0.56 Telnet SSH Web HTTPS) .. « 1 a 0 | Room 200 sysmeister@example.com
® RuckusAP 10.0.0.6€ Telnet SSH Web HTTPS 1 9 9 4 hitps:/isupport ruckuswireless.com/contact_us
®|HQ 5G40-8 10.0.0.71 |Telnet SSHWeb HTTPS @ o @ @ e 1 1 0 | 0 | Headguarers ShoreTel
® Gewurztraminer 10.20.0.1 |Telnet SSH Web HTTPS e ® 57 3 | 54 o
@ Atlanta 10.20.0.2 |Telnet SSHWeb HTTPS e e ® . 4 3 1 1
@ stout 10.30.0.1 Telnet SSHWeb HTTPS @ & & @ ® 26 16| 10 0 | SantaClaraCa support@pathsolutions.com
®|Boston 10.30.0.2 |TelnetSSHWeb HTTPS oo ® . =z 2| 2 | 1 |"SantaClar” noc@pathsolutions com
®|PinotGrigio 10.30.0.5 |Telnet SSH Web HTTPS @ #/e @ * 35 28 | 0 | SantaClara CA noc@pathsolutions.com
@ Everett Telnet SSH Web HTTRPS @ & @ * 3 3 0 | San Francisco, CA Tim Titus x4413
e Palomino Telnet SSH Web HTTPS o @ 27 2|25 0 | Sacramento Steve Sisk
®|Franc Telnet SSH Web HTTPS | 51 | 2 0
®|loire 10.60.0.1 |Telnet SSH Web HTTPS | ® & 3 2| 1| 1 |SantaClra support@pathsalutions.com
®|2ngryBalls 10.60.0.2 |Telnet SSHWeb HTTPS @ & 27 |z |25 o
®|hgfwl 10.86.0.2 |Telnet SSHWeb HTTPS| o/e @ 18 | 4 |14 & |SantaClarabQ noc@pathsolutions.com
Tatal Devices 36 Total interfaces: 1, 061 202|853 | 13
— -
Path Insight Release 3 (3152) Copynight €2017 Integrated Research License expires on 9/3/2018, icensed for 10000 interfaces

The first column includes a green dot, red dot, yellow dot, or a ? Status indicator. If a device has an
interface that is healthy, the status for the device will be green. If a device has an interface that is
degraded (utilization or error rate is higher than the configured threshold), the status for the device will be
red. An interface will be yellow if an interface is manually marked as suppressed by the user.
Suppressing an interface can be done by clicking on the status (colored dot) and selecting to suppress
that particular interface. A red ? will be shown if there is communication failure with that device.

The first column will show a Green, Red, or Yellow Dot. A Green dot means the device is healthy, a Red
Dot means the device is degraded according to your Issue Thresholds, and a Yellow dot means that the
device has been suppressed to not display as degraded.

The Device Name (programmed into the switch as the system name, hostname, or sysName) is displayed
in the second column. To change this, you should login to the device and change the device’s internal
name (hostname) or "sysName". Refer to the device manufacturer’'s documentation to determine how to
change this information.

If you click on the device name, it will link to a summary of the device, listing all of the interfaces that exist
on the device, along with detailed information about the device. Refer to the "Interface Summary" section
on page 49.

The managed IP address of the device is listed in the third column.
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The Manage Device column includes links to Telnet, SSH, Web, and HTTP into the device, as well as the
syslog information received from the device.

The OSI Services column includes information relating to the OSI services that the device provides. A
layer-2 switch would display as providing OSI layer 2 services. A router would display as providing layer
2 and layer 3 services.

The # of Int column displays the total number of interfaces on the device.

The Oper up column displays the total number of operationally up interfaces on the device. These
Interfaces are in use.

The Oper down column displays the total number of operationally shut down interfaces on the device.
These interfaces are not in-use and will have an inactive link light.

The Admin down column displays the total number of administratively shut down interfaces on the device.
These interfaces have been manually disabled by the network administrator and will not function if a node
is connected to the interface.

The Location column of information displays the location of the device. This information is configured on
the switch as the location or "sysLocation" of the device. Refer to the device manufacturer’s
documentation to determine how to change this information.

The Contact column of information displays the contact for the device. This information is configured on
the device as the contact or "sysContact" of the switch. Refer to the device manufacturer’s
documentation to determine how to change this information.

Note: If Prognosis Path Insight reads an email address in the sysContact field, it will create a web link to
the email address.
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Traffic Sub-tab

The “Traffic” sub-tab displays information about the device’s packets and broadcasts seen:

Poll frequency
Path Insight Last poll: 9/12/2017 11:23:14 AM

Network health:

Device ® Healthy Suppressed ®lssue 7 Commfail Lock Config
Avg Daily Avg Daily Avg Daily Last Poll
Device Device Packets Broadcasts Broadcast Rate Broadcast Rate
Name IP Address Tx Rx Tx Rx Tx Rx Tx Rx
®|Syrah 10.0.0.1 109,312k 103, 654k 0 0 0.
®|Burgundy 10.0.0.19 4,864k 4,880k 7,771k 434k 52.
®|santaClara 10.0.0.2 2,167k 2,213k 0 0 0.
L] ardonnay 10.0.0.20 4,593k 5,074k 32.
@ Pinot 10.0.0.21 42,995k| 39,518k| 1.
® Merlot 10.0.0.22 12,515k 12,528k 5.
® Muscat 10.0.0. 40,217k 24, 966k| 7
® Denver 10.0.0. 656K 637k 0.
®|Jagermeister 10.0.0. 823k 1,127k 26.
@ Ribolla 10.0.0. 285k 490k, 0 0 0.
®|Grenache 10.0.0. 1,783k 1,628 806k 555k| 30.8
®|PS-PTR1 10.0.0. 198k 210k 5% 53k 2.
®|Barleyiine 10.0.0. 155k 62k 5k 356k 3.
®|sShiraz 10.0.0 80k 80k| 3k 375k] e
. 10.0.0. 1,547k 1,542k 26k 3,534k 1.
. 10.0.0. 166k 158k] 13k 231k 4.
. 10.0.0. 338k 1,405k| 2k 522k| 0.351% 21.0B80%
®|Sauvignon 10.0.0. 0 0 0 0 0.000% 0.000%
®|Bordeaux 10.0.0. 5,717k 2,858k 1,163% 2,600% 0.000% 58.310%
®/camay 10.0.0. 36k 35k| 10k 165k] 1.901% 80.247%
®|Bardoline 10.0.0. 268k 1,253k 03k 1,213% 1.3 72.666%
® Barbera 10.0.0. 141k 140k 92k 597k 19. 63.867%
® kmax-mm.example.tld|10.0.0 665k 740k, 4Bk 291k 0.000% 8B.243%
® RuckusAP 10.0.0.€ 6,585k 2,816k 0 0 0.000% 0.000%
®|HQ 5G40-8 10.0.0.71 a7k 70k| 0 180k| 0.000% 72.917%
® Gewurztraminer 10.20.0.1 1,380k 0 0 0 0 0.000%
@ Atlanta 10.20.0.2 » 300k 0 0 0 0 0.000%
®|stout 10.30.0.1 4,877k 606k 67k 11 iz £9.564%
®|Boston 10.30.0.2 867K 11% 25Kk, 1 2. 1.632%
®|PinotGrigio 10.30.0.5 46k 31k 32k 20 38. 1.818%
®|Everett 10.50.0.1 612k 586k 9k 15k 1.488% 2. 0.903% 1.585%
®|Palomine 10.50.0.2 176k 180k 0 0 0.000 o 0.000% 0.000%
®|Franc 10.50.1.2 399k 408k] 43k 4k 9.883 1 6.324% 0.683%
®|loire 10.60.0.1 170k 162k 15k 14k 8.420% 7.949% 5.307% 4.
®|2ngryBalls 10.60.0.2 127k 135k| 0 0 0.000% 0.000% 0.000% 0.
®|hgfwl 10.86.0.2 6,962k 7,062k 0 3k| 0.000% 0.055% 0.000% 0.007%
Path Insight Release & (3152) Copyright €2017 Integrated Research License expires on 9/82018, licensed for 10000 interfaces

This permits you to determine the average daily broadcast rate and compare it to the last poll broadcast
rate to help identify devices that are transmitting or receiving a high level of broadcasts.

Note: If a device is transmitting a high percentage of broadcasts, it is more likely that one of its
interfaces is receiving a high percentage of broadcasts from one of its ports, and then transmitting
those broadcasts to all interfaces on the device. Click on the device and look for interfaces that
are receiving a high broadcast rate to determine the device that is broadcasting.
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PoE Sub-tab

The “PoE” tab shows information on the status and power consumption of the devices, the percentage of
utilization that is running, and the level of alarms that have been set to alert you if power is running low.

Poll frequency: oc 00
Path Insight Last poll: 9/12/2017 11:23:14 AM
Network health:

Device ® Healthy Suppressed ®lssue > Commfail Lock Config

Power Supply (PSU)

Device Device Rating Present % Power Alarm
Name IP Address Status (Watts) Consumption Utilization Threshold
®|Syran 10.0.0. 1 on 90 W El 2% -n/a-
®|Burgundy 10.0.0. 1 on 06 W 30w 7% 80%
®|SantaClara .0.0. - -
®|Chardonnay .0.0. - -
e Pinot -0.0. - -
® Merlot .0.0. - -
® Muscat -0.0. - -
® Denver .0.0. - -
®|Jagermeister .0.0. - -
®|Ribclla .0.0. 1 0%
®|Grenache -0.0. - -
® PS-FIR1 .0.0. - -
®|BarleyWine .0.0. - -
®|sShiraz -0.0. 1 0%
®|Cabernet .0.0. - - -
.0.0. - - -
®|Champagne .0.0. 1 0 0%
® Sauvignon .0.0.43 1 5 0%
®|Bordeaux .0.0.45 - - -
®/camay 10.0.0.46 - - = = - -
®|Bardolino 10.0.0.47 - - - - - -
® Barbera 10.0.0.48 1 On 288 W ow 0% B0%
® kmax-mm.example.tld|10.0.0.56 - - - - -
® RuckusAP 10.0.0.€ - - - - - -
@ HQ 5G40-8 10.0.0.71 - - - - - -
® Gewurztraminer 10.20.0.1 1 On 370 W ow 0% -nfa-
@ Atlanta 10.20.0.2 - - - - - -
@ stout 10.30.0.1 1 On 170 W & W 4% 70%
®|Boston 10.30.0.2 - - - - - -
®|PinotGrigio 10.30.0.5 1 on 376 W 0w 0% 303
®|Everett 10.50.0.1 - - - - - -
@ Palomino 10.50.0.2 1 On 360 W ow 0% -nfa-
®|Franc 10.50.1.2 - - - - - -
®|loire 10.60.0.1 - - - = - -
®|2ngryBalls 10.60.0.2 - - - - - -
®|hqrwl 10.86.0.2 - - - = = -
Path Insight Release & (8152) Copyright 2017 Integraied Research License expires on 9/8/2018, licensed for 10000 inferfaces

This allows you to quickly determine if there are any high-power drawing devices that are connected to
the switch or if there are any power faults.
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STP Sub-tab

The “STP” tab shows the device’s Spanning Tree information:

Poll frequency
Path Insight Last poll:

Network health:

Device ® Healthy Suppressed ® |ssue ? Comm fail Lock Config
Topology

Device Device Root Root  Hold

Name IP Address Protocol Version Priority Last change Changes Root Bridge Cost Port  Time
®|Syrah 10.0.0.1 ieee3021d - 5 days 22:16:37.00 209 Barbera 200014 Int #2 | 100
®|Burgundy 10.0.0.19 ieeed021d - 32768 5 days 22:16:42.40 1212 Barbera 200010| Int #2 | 600
®|SantaClara 10.0.0.2 - - - - - - - -
® Chardonnay 10.0.0.20 ieeefO21ld - 32768 126 days 00:18:47.30 8 Barbera 400014| Int #23 | 600
@ Pinot 10.0.0.21 - 32768 27 days 16:02:18.30 33 Barbera
® Merlot 10.0.0.22 - 32768 248 days 13:13:56.47 25 Barbera
® Muscat 10.0.0.23 - 32768 5 days 22:16:01.00 3516 Barbera
® Denver 10.0.0.25 - - - - -
®|Jagermeister 10.0.0.254 - 52769 5 days 22:16:23.00 73 Barbera
@ Ribolla 10.0.0.26 - 32789 12 days 19:19:02.00 0 Barbera
®|Grenache 10.0.0.27 - 32768 0 days 03:04:23.3% 3 Barbera
®|PS-PTR1 10.0.0.30 - - - - -
®|Barleyiine 10.0.0.33 - - - - -
. 10.0.0.35 rstp 32768 46 days 17:19:08.96 ] Barbera
. 10.0.0.36 - 32768 6 days 10:08:29.92 1 Barbera
. 10.0.0.39 - - - - -
. ampagne 10.0.0.42 rstp 32768 146 days 02:36 0 2 Barbera
®|Sauvignon 10.0.0.43 - 32z 0 days 22:59 281 Barbera
® Bordeaux 10.0.0.45 rstp 3 46 days 14z .86 158 Barbera
®/camay 10.0.0.46 - 32768 1 days 11:02: s 655 Barbera
®|Bardoline 10.0.0. - £} 146 days 00: .00 570 Barbera
® Barbera 10.0.0 Unknown 32768 5 days 22:16:26.00 780 Barbera
® kmax-mm.example.tld|10.0.0 - - - - - - - -
® RuckusAP 10.0.0.€ - - - - - - - - -
®|HQ 5G40-8 10.0.0.71 - - - - - - - - -
® Gewurztraminer 10.20.0.1 ieced021d - 32789 0 days 00:20:53.00 66 Gewurztraminer 0 - 100
@ Atlanta 10.20.0.2 - - - - - - - - -
®|stout 10.30.0.1 ieeed021d - 32768 - 0 |oocoooocoooooocoal o - 100
®|Boston 10.30.0.2 - - - - - - - - -
®|PinotGrigio 10.30.0.5 ieeed021d - 32768 54 days 11:02:04.00 2 PinotGrigio 0 - 100
®|Everett 10.50.0.1 - - - - - - - -
®|Palomine 10.50.0.2 ieeed021d - 32769 160 days 22:16:08.00 1 Palomino 0 -
®|Franc 10.50.1.2 - 32768 1 days 14:37:25.81 3 Franc 0 - 100
®|loire 10.60.0.1 - - - - - - - - -
®|2ngryBalls 10.60.0.2 ieee30 - 32769 130 days 22:49:03.00 1 Zngrysalls 0 - 100
®|hgfwl 10.86.0.2 - - - - - - - - -

Path Insight Release & (3152) Copyright €2017 Integrated Research License expires on 9/82018, licensed for 10000 interfaces

Determine when your last STP root bridge election occurred and which device is acting as the root
bridge. Also know which interfaces are active as well as listening so you don't cause a reconfiguration by
disconnecting the wrong interface.
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Inventory Sub-tab

The “Inventory” tab shows details about a device’s internal information. For any make/model of device
discovered on your network, the Manufacture Date, Model, Serial Number, Hardware, Firmware and
Software OS revisions are reported.

Poll frequency:

Path Insight Last poll:
Network health:

@ Healthy Suppressed ® Issue # Comm fail Lock Config

Inventory 1

Device

Code Revision

Device Device
Name IP Address Manufacturer Model Serial Num Hardware Firmware Software

® Syrah 10.0.0. Cisco Systems, Inc WS-C3650-24PS-E FDO1845E18S 0.1 Denali 16.3.3
®|Burgundy 10.0.0. Hewdett-Packard J2087A CN124ZROLD R10.06 R.11.107
®|5antaClara 10.0.0. Cisco CISCO2611 FTX1040A3WH 124013075, 15.1(1)T. RELEASE SOFTWARE (fo1)|
®|Chardonnay 10.0.0. Hevilett-Packard JS085A CNB10ZT3QY R10.08 R11.22
®|Pinot -0.0. Hevdet-Packard J90854 CN128ZTOR1 R.10.06 R11.70
® Merlot .0.0. Hevdett-Packard JOO19A CNT20WXO0PB Q.10.02 Q1167
® Muscat -0.0.23 |Hewdet-Packard JOO0BSA CNO4SZT1PN R10.06 R.11.30
@ Denver .0.0.25 |Cisco JABO333026P (1953273289)
®|Jagermeister -0.0.254 Cisco Systems, Inc Fabric Extender Module: 48x1GE, 4X10GE FOX1402G8ZH
®|Ribolla .0.0.26 GiscoSystems, Inc WS-C3560.24PS-5 CATO947RIGA 12.2(55)SE1 12.2(55)SE1
®|Grenache -0.0.27 |Cisco Systems, Inc
® PS-PIR1 .0.0.30 Hewdett Packard
@ Barleyiine -0.0.33 |Meraki, Inc.
®|Shiraz .0.0.35 [NETGEAR TWAVE265M002BC 00.01.02 V5.2.0.11
®|Cabernet .0.0.36 |HSB2SB1 CN-0UJ393-26298-744-0055 | 00.00 01 20020
. .0.0.3% |Cisco Systems, Inc
. .0.0.42 | Juniper Networks
. -0.0.43 |Avaya 4850GTS-PWR+ 12JP512HTOHE 10 v5.6.3.025
®|Bordeaux .0.0.45 |D-Link Gorparation BHTQ15B000649 00.00.01 11011
®/Gamay .0.0.46 |ADTRAN, Inc 1200500L1 62368789 1 13.15.00
®|Bardolino -0.0.47 |TP-UNK TEGHNOLOGIES CO.LTD
®|Barbera 10.0.0.48 |Enterasys Networks, Inc AZH124.24P 08133832225E 01.0050 03.03.02.0002
®|imax-mm.example.t1d 10.0.0 PC Engines GmbH
® RuckushP 10.0.0.6€ Ruckus Wireless
@ HQ 5G40-8 10.0.0.71 |ShoreTel, Inc
®|Gewurztraminer 10.20.0.1 |Cisco Systems, Inc WS-C3750-43PS-5 FDO1238¥15Q V0B 12.2(55)SE 12.2(55)SE
@ Atlanta 10.20.0.2 |Gisco CISCO2811 FTX0912A1WH MNA 12.4(130)T5. 15.1(1)T, RELEASE SOFTWARE (fc1)
@ stout 10.30.0.1 Extreme Networks 800470-00-11 1408N-41313 11.0
@ Boston 10.30.0.2 |Cisco CISCO2811 FTX1044A378 Vo3
® PinotGrigio 10.30.0.5 Extreme Networks 800138 0531G-00251 00-04 76386
®|Everett 10.50.0.1 |Cisco JADOG26CGIC (3208410732) |0x00
@ Palcmino 10.50.0.2 |cisco WS-C3550-24PWR-SMI CATO71822GH Do 12.2(44)SE6 12.2(44)SE6
® Franc 10.50.1.2 |Cisco Systems, Inc
®|loire 10.60.0.1 |Cisco Systems, Inc
®|AngryBalls 10.60.0.2 |cisco WS-C3550-24-EMI CATOS12ROXT PO 12.2(50)SE1 12.2(50)SE1
® hgfwl 10.86.0.2 Ubiquiti Networks

Path Insight Release 3 (3152) Copyright €2017 Integrated Research License expires on 9/3/2018, licensed for 10000 interfaces

An Inventory Excel spreadsheet can be downloaded by clicking on the “Download Excel” button.
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Description Sub-tab
The Description tab shows the description that you manually entered in the “Config Tool” for the device.

Path Insight

Network health;

" Supp s ? fail - ol B Trafir 1A N eTE X lnven >
Device @ Healihy uppressad & lssue Comm fa: General ] Tr i ory
Device Device Internal

IP Address Device Description

100 |ShoreGeart
ShateGoar2

Swilch - HP ProCurve 2510.24
Switch - Cisco Catatyst 3560
Switch Nortel Barystack £70-48T
Swilch - Extramem Network Sumemit 300
Nortel Baystack 5530-24 |
Swvignon - Averya Swich
Cisco Meus.
Switch Adiran | Notvanta 1224
Swilch - NetGear GST24TP
Swilch - Enliasys AZH124
Brusnalio Switch - HP ProCunie 2610

Crsco Caladys! Switch 3550

16 Davice

Router

Routor - Cisco 2600

+2 Router Cisco 2600

Crsco Router 2800 - Hawaa
Caico 2851

2 Rouler - Cisco 2600

56 Davica

Device
Device

Davice

Path Insight Reloase 7 (5803) Porpatual License, hcensed for 1000 mierdaces

Custom descriptions can be added to the config tool for each device. Links and other HTML codes can
be embedded to permit connecting to other resources associated with the devices.
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Support sub-tab
The “Support” tab will display support contract information for each monitored device:

Path Insight

Devicecs e, Sy,  @Sweseni Slme 3 Gt [ General | Traffic ] PoE | STP | Inventory | Description Rl 2 [Uptime |
Support Contract
Device Expiration Contract Contract

IP Address Date D Phone

10.100.36.100 12/31/32018 RU§-22312
@ San Francisco GW 10.100.37.100 12/31/2016 RUB-22312
Distribution Network (16 devices)

®|Chardonnay

.36.54 10/31/2017 HKB9-312
® Pinot 10/31/2017 IJ08-3121-00-3208
@ Muscat 10/31/2017 IJ08-3121-00-3208
@ Marlot 10/31/2017 IJ08-3121-00-3208
® Malbeo - - -
@ Sauvignon
@ Zinfandel - - -
@ Gamay 12/3102017 KROT7-8718-12-7301
@/ Shiraz 12/01/2017 RE-72B1-382
@ Barbera 12/01/2016 RE-7281-38

@ Brunello
@ Grenache

1270172016

@ Palomina

® GatewaySwitch 12/31/2017 KRO7-8718-33-7183

®|Cabernet
@ Bordeaux

® Internst 12/31/2017 KRO7-8718=12=-7301

@ Denver 02/01/2017 127-726-3210VE6
@ Atlanta 02/01/2017 127-726-321UVEG
@ Honolulu =

& Miami 10,100.38.3 = =

@ NewYork 192.168.201.2 12/31/2017 ERO7-8718-12-7301

®| SCWANRTR 32.122.148.166 12/31/2017 KRO7-8718-33-7182
- XE-827M2-212

= wF Z-212
= wE-

RZ-212

e —
Path Insight Reloase 7 (5803) Porpotual Licenso, heensed for 1000 mioraces

This information can be entered via the Configuration Tool.

The system will send an email if any of the support contracts are within 30 days of expiration to help
make sure support contracts don’t lapse.
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Financials

The Financials tab provides financial insights into the operational costs of your network in one location.
You can add additional information to manage inventory and track and amortize operational costs and
compliance requirements. Ensure that you aren’t running equipment older than expected.

Use the Config Tool to enter and track when a device was Deployed, Procurement Cost, Amortizations
Months, Annual Support Cost, and Monthly Operating Cost.

all frequency:

Path Insight Last poll:

Network health:

. Supp I 7 Gomm fail e, T T
Device ® Healihy uppressad ® Issue Comm fa 'General ] Traffic | Pol

Compliance Costs

Device Device MFG Deploy Procurement Amort Annual Monthly
Name IF Address Date Date Cost Months Support Cost Operating Cost

q §18.5 I
48 $37.82
48 $37.92
a8 537,52
$13
a8 543
60 $267 $57.53
&0 §267 597,58
&0 $267 597.
Tolaks §2,842 4 &
Path Insight Riebeass 7 (B803) Paorpetual License, oonsed for 1000 mlorfaces

MFG Date is automatically calculated for a variety of network equipment manufacturers to inform you
when a device was manufactured for dating purposes.

Page 59



Integrated Research Prognosis Path Insight

Uptime Sub-tab

The “Uptime” tab displays current status information on the device:

Poll frequency
Path Insight Last poll: 9/12/20

Network health:

Device ® Healthy Suppressed ®lssue 7 Commfail Lock Config
Device Device SNMP SNMP Daily
Name IP Address Version Reliability Uptime Device Last Reboot
. SHMPV3 100.00%  41.707% 126 days 00:17:08.58
. SKMPV3 100.00%  41.585% 160 days 22:29:14.20
. SKMPV2C 100.00%  41.707% 248 days 13:13:56.47
L SNMEV3 100.00% 41.707% 233 days 11:34:17.70
L] SHMEV3 100.00% 41.707% 248 days 13:13:56.47
® [Merlot SNMEV3 100.00% 41.707% 248 days 13:13:56.47
® |Muscat SNMFV3 100.00% 41.707% 248 days 13:13:56.47
® |Denver 0. SNMPV2C 100.00%  41.707% 160 days 22:19:30.35
® Jagermeister 10.0.0.254 SHMPV3 100.00%  41.707% 74 days 02: a.
L SNMPV2C 100.00% 41.707% 160 days 22:23:29.29
L SNMPV2C 100.00% 41.707% 12 days 19:19:17.860
L[] SNMFV1 52.94% 41.707% 54 days 1£:00:03.98
. SHMPV2C 100.00%  41.707% 11 days 08:56:33.26
. SHMPV2C 100.00%  41.707% 146 days 03:25:32.00
® Cabernet 10.0.0.36 SKMPV2C 100.00%  41.707% € days 10: e
® ilsace 9 SKMPV1 53.01%  41.707% 162 days 05 ag
® |Champagne 10.0.0.42 SNMPV2C 100.00% 41.707% 160 days 22:27:36.14
® |Sauvignon 10.0.0.43 SNMPV2C 99.89% 41.463% 160 days 22:55:48.03
® Bordesux SHMPV2C 100.00%  41.707% 26 days 18 0
. SKMPV2C 100.00%  41.707% 248 days 13
. SKMPV2C 97.76%  41.571% 67 days
L SNMPV2C 100.00% 41.707% 160 days
L SNMPV2C 100.00% 41.707% 248 days
® |RuckusAP SNMPV2C 100.00% 41.707% 244 days
® |HQ SG40-3 SHMPV2C £6.67%  41.707% 12 days 2

® |Gewurztraminer SHMEV2C 100.00%  41.707% 160 days

® |Atlanta SHMEV2C 100.00%  41.707% 160 days

® [stout SHMEV2C 100.00%8  41.707% 12 days

® |soston SHMEV2C 100.00%  41.707% 248 days

® |PinotGrigio SHMEV2C 100.00%8  41.707% 160 days

® |Everett SHMPV2C 97.33%  41.854% 160 days

® |Palomino SHMEV2C 22.958  41.8%2% 160 days

® [Franc SHMEV2C 100.00%  41.707% 160 days

® [loire 10.60.0.1 SHMPV2C 100.00%  41.707% 132 days 00:14:34.16

® |ngryBalls 10.60.0.2 SHMPV2C 100.00%  41.707% 160 days 22:19:57.32

® |hgfwl 10.86.0.2 SHMEV2C 100.00%8  41.707% 31 days 22:38:46.08
Total Devices 36 Avg 96.85% 144 days 02:16:30.00

— —
Path Insight Release 8 (8152) Copyright €2017 Integrated Research License expires on /8/2018, licensed for 10000 inlerfaces

The version of SNMP that is being used to communicate with the device along with the reliability of
communication with the device is displayed. SNMP Reliability is the amount of packet loss seen to/from
the device when trying to collect information from it. It measures the last poll (last 5 minutes typically).

The uptime (as reported by the device) is also displayed, along with an average uptime of all devices.
This can help track when a device was last rebooted. The uptime metrics measures the amount of time
over the specified period that Prognosis Path Insight could not communicate with the device.

Uptime is tracked Daily, Weekly, Monthly, and Yearly for all devices which makes it easy to determine the
percentage of availability per device for the specific periods to help measure SLA's.
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Interface Summary
If you click on a device name, it will display the Interface Summary for that device:

The Interface Summary will list the specific switch information that you selected and a table showing all of
the interfaces on the switch.

Poll frequency:
Path Insight Last poll: B/24/2017 11:5
Network health:

Device << »> @ Healthy Suppressed @ lssue 2 Comm fail Lock Config

Device Device SNMP Daily
Name IP Address Version Uptime Device Last Reboot
@ |SantaClara SNMEV2C .00 100.000% 24B days 13:13:56.47

Device Internal Description
Cisco IOS Software, 2800 Software (C2300NM-IPVOICEKS-M), Versi EASE SOFTWARE (fcl) Technical Support:
http://www.cisco.com/techsupport Copyright (c) 1986-2010 by Cisco Systems, . Compiled Mon 22-Mar-1 :25 by prod
Device Details

Device Description Device Uptime
Device 248 days 13:13:56.4

Interface

Peak Daily

™ Utilization Interface Port Status

MAC  VLAN :
Speed Duplex* Addresses 1D Admin Oper

- none| up | up

Interface
Number Favorite) Address Description
® Int #£1|Favorite 192.166.10.1 Se0//0: Seriald/0/0
@ Int #2 Favoite|10.0.0.2 FalfD: FastEthemet0/)

Int #3| Favorite Fal/1: FastEthemsi0/1
®| Int #4 Favorite Vob: VolP-Hulld

= none| up | up

- none| down down|

none up

Interface Summary Fields: General Tab
The interface summary table includes the following fields when the “General” sub-tab is chosen:

Poll frequency:

Path |I"I5ight Last poll:
Network health:

Device << >> @ Healty Suppressed @ lssue 7 Comm fai Lock Config

Device Device SNMP SNMP
Name IP Address Version Reliability i Device Last Reboot
@ |Merlot 10.0.0.22 SHMEVZC 100.00 248 days 13:13:56.47

Device Internal Description
ProCurve J2018A Switch 2510-24, revision Q.11.67, ROM

Device Details
Device Description Device Uptime
Device 248 days 13:13:56.47

Switeh

Interface

Peak Daily

P .
Interface 2] Utilization Interface N ort Status

MAC | VLAN -
Number  Favorite Address Description Tx Speed Duplex” Addresses 1n | Admin Oper
#1 | Favorite . - 1 | up |down

iz Favorite : ). ) ) 0% - up down
23 Favorite : . - up | down
24 Favorite : = up | down
25 Favorite 3 . % 0% up up
i6 Favorite : ).000% 0.000%0.000% up  dewn
27 Favorite : . 0% 0 up | down
#a Favorite 3 ) % up down
EE) Favorite . .145 up | up
#10 Favorite ). ) ) 0% up down
411  Favoite up | down
#12 Favorite up down
213 | Favorite up
#14  Favoite ). ) ) ) up
#15 | Favorite . up
#le Favorite b ) ¥ )0, 000,000 up
217  Favoite . up
#18 Favorite up

Favorite up

Favorite up

Favorite . up

Favorite ). 000 .968%0.14 )0, 000,000 up
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The first column includes a green or red status indicator. If a device has an interface that is healthy the
status for the device will be green. If an interface is degraded (utilization or error rate is higher than the
configured threshold), the status for the interface will be red, and the Error Rate or Utilization Rate will be
marked in red. An interface will be yellow if an interface is manually marked as suppressed by the user.
Suppressing an interface can be done by clicking on the status (colored dot) and selecting to suppress
that particular interface.

Note: If the status indicator shows up blank, then the interface is operationally shut down, and is not
relevant.

The Interface Number column is the interface number on the device. Each device manufacturer will
create a unique number for each interface. You can use this interface number to correlate physical
interfaces on the switch. Clicking on the interface number will display the "Interface Details" page. Refer
to the "Interface Details" section for more information.

The third column is the IP address associated with the interface (if any). Routers and servers will
generally have an IP address assigned to each interface, whereas switches may only have an IP address
associated with the management interface. If multiple IP addresses are associated with an interface, it
will appear on the tooltip if you hover over the IP address field.

The Description column is the interface description. This information is provided by the device as a way
of describing the interface. It may contain information on the type of interface, or the interface identifier
used on the device.

The Peak Daily Error Rate column is the error rate of the interface. The error rate is calculated as a
combination of all inbound and outbound errors on the interface, compared to the number of packets that
have passed through the interface.

If the error rate is above the error threshold, it will be displayed in red.

Note: There are some devices that do not report error information correctly, and can lead you to believe
that there are faults on interfaces that actually are functioning correctly. If you perceive errors on
an interface that is abnormal, contact the device manufacturer to attempt to determine more
about its SNMP reporting capabilities.

The Peak Daily Tx column is daily peak utilization transmitted data. This statistic reports the maximum
transmitted utilization on the interface (as a percentage of bandwidth) that was seen over the past 24
hour period.

If this statistic is over the utilization threshold, it will be displayed in red.

Note: If Prognosis Path Insight is unable to read the correct interface speed from the device, this
number may not be accurate.

The Peak Daily Rx column is daily peak utilization received data. This statistic reports the maximum
received utilization on an interface (as a percentage of bandwidth) that was seen over the past 24 hour
period.

If this statistic is over the utilization threshold, it will be displayed in red.

Note: If Prognosis Path Insight is unable to read the correct interface speed from the device, this
number may not be accurate.

The Interface Speed column is interface speed, rated in bits per second. If the interface is operationally
shut down, or the device does not report a valid speed, then the speed is listed as "Unknown".

The Duplex column shows the duplex status of the interface. Duplex information cannot easily be
determined from different switch manufacturers, so this field is calculated based on the presence or
absence of collisions. If there are any collisions on the interface, then the interface must be half-duplex.
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If there are no collisions on the interface, then the interface may be full-duplex, or it may be a half-duplex
interface that has not yet received any collisions.

The Port VLAN ID column shows the default VLAN ID for the interface. This is the VLAN that will be
assigned by default to all un-tagged packets on this interface.

The Status column shows the operational and administrative status of the interface. If the network
administrator has configured an interface to be shut down it will be listed as "down" in this column.
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Interface Summary Fields: Traffic Tab
The interface summary table includes the following fields when the “Traffic” sub-tab is chosen:

Poll frequency:

Path InSigh‘ Last poll

Hestwrk heallh

Device << »» @ Huallhy Suppressod ®lssue 7 Comen fail Lock Config
051 Services i
Device Device Manage Opar | Admin

f Opo:
Name IP Address Device 12345867 |I:“ LT;I Down Down Location Contact

® SantaClaza 10.0.0.2 Telnet 55H Web HTTRS & 8® L] “Sania Clara” noc@pathsolutions com

Device Internal Description
CisT ftware, 2

Device Details
Device Description Device Uptime

Davica 248 days 13:13:3€.4

Interface < 3 Det P ¥ Connes
Historical Last Poll Last Poll
Avg Broadcast Broadcast Utilization
Interface IP i Packet Percent Percent Percent
Number favoie Address Description Int Size Tt Rx Tx Rx Tx Rx
e ¥ 5%

th
o
0!
o

The Interface Number, IP Address, and Description columns will remain unchanged from the “General”
tab.

The Average Packet Size column will show the average packet size tracked per interface. Knowing if an
interface is typically used for large or small packets allows you to configure queuing and enable proper
policies (jumbo frames) to further improve the performance of a link.

The Historical Broadcast Percent columns show the historical (all time) broadcast percentages. This field
will inform you of the activity on the link regarding its general broadcast percentage rate to be used as a
comparison against the Last Poll Broadcast Percentage.

The Last Poll Broadcast Percent columns show the broadcast percentage of the last polling period. This
information can be compared with the Historical Broadcast percentage to determine if an interface is
transmitting or receiving a higher broadcast rate during the last poll than its overall historical average.

The Last Poll Utilization Percent columns show the Last Poll utilization percentage. This is useful for
determining which interfaces were the most heavily utilized on the network during the last polling period.
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Interface Summary Fields: PoE Tab
The interface summary table includes the following fields when the “PoE” sub-tab is chosen:

Foll frequency

Path Insight Last pol
Network health
Davics << 5> @ Haakhy Suppressed ®lssue Comm tail Lock Config
y O Services
Device  Device Manage of Oper, Dpar Adein
Name |P Address Device 1234567 I Up Down Down Location Contact
® 5yrah 10.0.0.1 Telnot S5H Wob HTTPS = @ 36 25 11| 3 | “Santa Clari’ noc@pathaalutions com
Device Internal Description
Device Details
v Favivch Device Description Device Uptime
Davice 73 days 03:21:06.11
Interface COFILLD Lonnec
Connected Device
Interface 1] PoE Max PoE T
o Ignora Priori
Number favorite Address Description PoE PSU State Draw Class L
Int #1 | Favorte Gl abitEtharmetdn o 5 Searching
®: Fu abilE hermel 101 o Searching
o Fu gabilE et 1072 by Sgarching - - -
0 Fi GigabiEtharnat1 03 ig Soarching - - -
. Fa abltEtharnet110/4 i Sparching - - -
. Fa abiEtharnat 1705 I Searching
] Fa GG GigabiEthernet1 06 o Searching
Gl GigabilEhernet 117 o Snarchine
L] Gl GigabilEthernet! g i 1 | Ciefivering Low
Ll GiI/G: GigabiEthormat1 /% Ig 1 Dowvenng Fo Low Fower Low
. GiliN0 GigabitEMamett 0110 o 1 Defivering Power 25 . 50 W High Power (PoEs)  Low

The Interface Number, IP Address, and Description columns will remain unchanged from the “PoE” tab.
The PoE column will show you if power is turned on and available for that interface.

The PoE PSU column shows the specific Power Supply Unit (PSU) that powers the interface. This
number will either be a 1 or a 2. If the number in the PSU column shows a 1 it is POE device. And if the
PSU column shows a 2 it is a PoE+ device.

The State column will show you if power is being delivered to that interface.

The Max Draw column will show you the maximum wattage that can be drawn by that interface. Hovering
over the Max Draw number will show a minimum to maximum range of power that the interface can draw.
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The ninth column, the PoE Class, will be a number from 0 to 4 depending on the Class of PoE.

Class Plain Language Description Power Range (Watts)
0 Unclassified 0.44-12.94

1 Very Low Power 0.44-3.84

2 Low Power 3.84-6.49

3 Mid Power 6.49-12.95

4 PoE+ / Type Il Devices >12.95

And the tenth column shows the power priority configured on ports enabled for PoE which can be Low,
High, or Critical. The switch invokes configured PoE priorities only when it cannot deliver power to all

active PoE ports.

Page 66



Integrated Research Prognosis Path Insight

Interface Summary Fields: STP Tab
The interface summary table includes the following fields when the “STP” sub-tab is chosen:

Poll frequency

Path Insight Last

Natwaork haalth

® Haalthy » lssun

Device << >>

08! Services

Device | Davica Manage of Oper Oper Admin )

Name P Address Device 1234567 Int Up Down Down Location Contact
® Finot 10.0.0.21 Teinat S5H Web HTTPS! . | "3l 9 | 22 @ Santa Clara neci@pathsolutions com

Device Internal Description

% Device Details

i Device Description Device Uptime

Interface

Path Designated Forward
State Enable Cost Root Cost Bridge Port Transactions

Interface P
Number  Favorite Address Description
int #l Favarite

10. 10

1212
i

The Interface Number, IP Address, and Description columns will remain unchanged from the “STP” tab.

The State column will show which of port state the interface is: Blocking, Listening, Learning, Forwarding,
or Disabled.

The Enable column shows if the interface is enabled for STP.

The Path Cost column will show the Path Cost of the interface.

The Root column will show the Designated Root of the interface.

The Cost Column will show the Designated STP Cost of the interface.
The Bridge Column shows the Designated Bridge for the interface.
The Port Column shows the Designated Port for the interface.

The Forward Transactions Column shows the Interface Forward Transactions for the interface.
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Interface Summary Fields: Details Tab
The interface summary table includes the following fields when the “Details” sub-tab is chosen:

Poll frequend

Path Insight Last poll

Network healt

Device << >>

. " "
Device Device Manage
of Oper Gper Admin s
MName IP Address Device 123456 7Int Up Down Down Location Contact
« 4l 3] 1

® santaclara 10.0.0.2 Teinet S5H Web HTTPS, = »» 413 1 1 “Santa Clara nocifpathsalutions com

ﬁF Device Internal Description

Deavice Details
Device Description Device Uptime

Interface

nore _ Quous
m X Typs MAC Address MTU
QoS 15 PIopl

CBO6S

Interface P
™

Deszcription

The Interface Number, IP Address, and Description columns will remain unchanged from the “General”
tab.

The X column shows an indicator if this interface has a physical connector associated with the interface.

Note: If the device does not support RFC 2863 and the ifConnector Present OID, then this column will
be empty.

The MAC Address column shows the MAC address that is associated with this interface.

Note: The MAC address displayed here is the physical interface’s own MAC address, not the MAC
address of any devices connected to this interface.

The MTU column displays the MTU (Maximum Transmission Unit) of the interface. This is the largest
frame that can be transmitted or received on this interface. Typically, this will show 1500 bytes as the
maximum for normal frames, but may be above 9,000 bytes if the interface is configured for supporting
Jumbo Frames.

The Type column presents the type of interface.

The Last Changed column shows the time the interface last changed status from up to down, or from
down to up.
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Interface Summary Fields: Poll Tab
The interface summary table includes the following fields when the “Poll” sub-tab is chosen:

Poll frequency

Path Insight Last poll

MNelwork. health

Device €< »>»  ®Hoalihy Suppressed ® lssun Carm fail Lok Config = raffic § PoE § STP | Inve
081 Services
Device Device Manl_!D! of Oper Oper Admin
Name IP Address Device 1234567 Int Up Down Down Location Eeniact
@ Santaclara10.0.0.2 |Teinet S5H Web HTTPS * e ® *4 3 1 1 “Sana Clara™ noc@pathsalutions. cam

Device Intern:

cription

Device Details
Device Description Device Uptime
Divice 248 days 13:13:5€.47
Interface i | ] | i 2
Interface IP — Poll Type
Number favarite Address Description I MiB-1l DetailPoll
L 1% 152 168 10 1) Se0/0/0° Serall 00 Ignore > =

Fadili Fastftharmat0/d Ignore.
Fad/t: FastEthernatd/ Igp
Vo0: Vol -NullD Ignore

Device Overall Statistics

The Interface Number, IP Address, and Description columns will remain unchanged from the “General”
tab.

The MIB-II column shows the MIB-II poll type that was used to collect information from the interface. This
is useful for determining how efficient Integrated Research Prognosis Path Insight can be when collecting
information from this interface.

The DetailPoll column identifies additional details that are polled from the interface.
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Interface Summary Fields: CDP/LLDP

Each interface is queried for CDP and LLDP information and displays exactly what device and OS version
is connected to that switch/router interface. To view CDP/LLDP information on an interface, click on a
switch. You will then see all of the interfaces. Click on the sub-tab named “CDP/LLDP”.

If you see some information displayed, it means that the connected device is providing CDP/LLDP
information and should display the remote device’s interface that connects to the local switch interface,
the remote device’s IP address, platform, name, and method (CDP or LLDP).

Poll frequency
Path Insight Last poll: 9/12/2017 12:
Network health:

Device << == ® Healthy Suppressed ®lssue 7 Commfail Lock Config

Device Device SNMP SNMP Daily
Name IP Address Version Reliability Uptime Device Last Reboot
® |Muscat 10.0.0.23 SHMEV3 100.00% 45.366% 248 days 13:13:56.47

Device Internal Description
@ ProCurve J3085A Switch 2610-24, revision R.11.30, ROM R.10.06 (/aw/code/build/neme (ndx) )
% Device Details
Switch Device Description Device Uptime
Device 248 days 13:13:56.47
Interface
Interface P \gnore. Remote Device
Number |Favorite Address Description int | Method Name Platform IP Address Interface
®|Int 1 Favorite 11 Ignore | CDPLLDP, 0 0.0.0.0 9852ebd9064f
Int §2 Favorite 22 Ignore
®|Int £3 Favorite x3 Ignore|CDPALLDP [} 10.0.0.1 GH/0/E/GigabitEthemet1/0/8
®|Int #4 Favorite 44 lgnora|  CDP | 620062942205 0.0.0.0 640062942205
®|Int #5 Favorite 55 Ignore
Int #6 Favorite 66 Ignore

Note: *Cisco CDP only shows other Cisco CDP Devices
*LLDP Devices (Including configured Cisco Device) may show other LLDP devices

*Some Devices (Enterasys/Extreme, HP) show both CDP and LLDP
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Interface Summary Fields: Connected Tab
The interface summary table includes the following fields when the “Connected” sub-tab is chosen.

Note: The results for the Connected tab will show up differently depending if the device is a switch or
not.

Ethernet Switch Results

Poll frequency:

Path Insight Last poll:

Netwaork health:

Device << >> ' Haaty Suppraksad ol Coenm fall Lock Canfi '
08l Services .
Device Device M.unfge of Oper Oper Admin )
Name IP Addreas Device 123456 7Int Up Down Down Location Contact

® SantaClara 10.0.0.2 Telnet 55HWeb HTTPS ® & & *4 3 1 1 | “Santa Clara™ necpathsciutions com

Device Details
Device Description Device Uptime
Davice 18 days 13:13:5

Interface

Interface P - Switch Interfaces showing
NUMBET Favarite Address Dascription int this MAC address
® Int #1 Favorte 152.168.10.1 $e0/010. Seraluii e

® Int #2 Favodts 10002 Fali FastEshematil

The Interface Number, IP Address, and Description columns will remain unchanged from the “General”
tab.

The last column will show the VLAN associated with the device connected, followed by the MAC address
and IP address (if found in router/server ARP caches). MAC address manufacturers are identified by
hovering over the MAC address.

Reverse-DNS lookups for switch ports can be identified by clicking on the IP address. The DNS name
will then be shown.

Note: If the results are blank, or the information is not as expected, click on the “Update” button to
collect the current bridge table, MAC addresses, and ARP cache information from network
equipment.
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Router/Server Results

Poll frequency:

Path Insight Last poll:

Netwaork health:

Device << >>

3 : 5 f |
Device Device M.unfge of Oper Oper Admin )
Name IP Addreas Device 123456 7Int Up Down Down Location Contact
® SantaClara 10.0.0.2 Telnet 55HWeb HTTPS ® & & *4 3 1 1 | “Santa Clara™ necpathsciutions com

Device Internal Description

Device Details
Device Description Device Uptime
Davice 18 days 13:13:5

Interface

Interface P - Switch Interfaces showing
NUMBET Favarite Address Dascription int this MAC address
® Int #1 Favorte 152.168.10.1 $e0/010. Seraluii e

(23)
® Int #2 Favodia 10002 Falil FastEthamatil

The Interface Number, IP Address, and Description columns will remain unchanged from the “General”
tab.

The last column will show the Ethernet Switches and interfaces where this interface’s MAC address was
discovered. Each entry will show the switch name, followed by the interface number, then the number of
MAC addresses on that interface.

Note: If the number of MAC addresses on that interface show up with a number greater than 1, then the
interface may be an Ethernet trunk port where two switches connect. If the number of MAC
addresses show up as 1, then this is the switch interface where this interface is connected. If
none of the devices show up with “(1)” Mac address then that device is not being monitored and
should be added through the Configuration Tool.

Note: If the results are blank, or the information is not as expected, click on the “Update” button to
collect the current bridge table, MAC addresses, and ARP cache information from network
equipment.
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Device Overall Statistics

Below the Device Summary interface listing (shown in the previous two pages) is a view of the overall
statistics for the device:

Device Overall Statistics

Current
o MOS score from Prognosis Path Insight to device and back
Aggregate Peak Backplane utilization 3
40Mb
T e
g 30Mb E 3
w
5 20Mp oz 2
= =
n  10Mb - 1
==
[ A [}
07111 07 07 071 07 0711 072 072 0712

0b
o7 o7 071 oM 07 07T 072 072 072 o " ’ . o . o - "
00:00 04:00 08:00 12:00 16:00 20:00 00:00 04:00 08:00 CIED CED ERD LD HELD B CEED CESD ERD

Il Transmitted [l Received B MOS Score
Aggregate broadcasts Latency from Prognosis Path Insight to device and back
1000b
wn
7506 = 100
5
54 8
S  500b 2
2 E 50
2 =
o 250b =
b 0
o7 0711 o7 o071 0711 o7 07M2 0712 0712 071 o7 07T 071 07 07 072 072 0TH2
00:00  04:00  08:00  12:00  16:00  20:00  00:00  04:00  08:00 00:00  04:00  08:00 12:00  16:00  20:00  00:00  04:00  03:00
I Transmitted Il Received Il Max Latency Il Avg Latency
CPU Utilization Jitter from Prognosis Path Insight to device and back
1
6%
& < 015
B 4w 5
] 5 05
e n
@ =
o 2 = 0.25
0% o
07HM1  07MA
o7 o7 071 0711 07 07 o2 o2 0TH2
CEl EED D ERD B el CED) CED CE 00:00  04:00  08:00 1200  16:00  20:00  00:00  04:00  08:00
Il Percentage Il Jitter in MS
ez Packet loss from Prognosis Path Insight to device and back
500M 100%
400M
- L T5%
g soom £
o 200M D S
=
100M & o
0
7T o7 07 0T 071 07 07H2 072 072 0%
00:00  04:00 0800 12:00  16:00  20:00  00:00 0400  08:00 071 O7TM4 O7M4 O7TM4 OTMM O07TMA 0TM2 OTM2  0THM2
B Free RAM 00:00  04:00  08:00 1200  16:00  20:00  00:00  04:00  08:00
I Loss

You can also view the historical information for the aggregate utilization for the device.

This is valuable for determining when the device is passing more or less traffic. This equates to a graph
showing how much work was performed by the device over time, and is useful for determining when to
schedule downtime for the device.

If the device is a Cisco router or switch, the CPU utilization and Free RAM is also displayed.
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Device Details
Below the Device Overall Statistics is information about the device:

Device Details
Device Description MFG website

WWw.cisco.com 8

Device Uptime
days 22:41:44.31

Routing Table Entries (ipForward)

Interface Route Mask Next Hop Policy Metric1 Status
Int #0/0.0.0.0 0.0.0.0 1%2.166.202.1 ] 0 1
Int #210.0.0.0 255.255.240.0/192.166.202.1 ] 3 1
Int #2 10.100.36.0 255.255.255.0/1%2.168.202.1 o 2 1
Int #110.100.37.0 255.255.255.0/10.100.37.1 ] 0 1
Int #2 10.100.38.0 255.255.255.0/192.166.202.1 ] 3 1
Int #2 192.168.201.0/255.255.255.0/192.168.202.1 ] 1 1
Int #2 1%92.168.202.0/255.255.255.0/192.1668.202.2 ] 0 1

Device Parents

(none)

Device Internal Description

Cizco IOS Software, C2600 Software (C2600-ADVENTERPRISEKS-M), Version 12.4(18), RELEASE SOFTWARE (fel)
Technical Support: http://www.cisco.com/techsupport Copyright (c) 1%36-2007 by Cisco Systems, Inc. Compiled
Fri 30-Nov-07 15:33 by prod rel team
Cisco BootROM Version
System Bootstrap, Version 12.2(8r) [cmong 8r], RELEASE SOFTIWARE (fcl) Copyright (c) 20023 by cisco Systems,
lnc.
Cisco Chassis Information
Chassis Type C2621XM
Chassis Version 4.1
Chassis ID (Serial Number) FTX0921COMG
RAM 130,363,392 bytes
Non Volitile RAM Size 28,628 bytes
Non Volitile RAM Used 4,162 bytes
Config Register 8450
Next Boot Config Register 8450
Chassis Slots 2 slots
Community String Indexing TRUE
VLANSs detected: 5 (1), (1o02), (1003), (1004), (1005)
Device Overall Utilization - Traffic
Packets Broadcasts % Broadcasts
Tx Rx Tx Rx Tx Rx
Historical 3,736,000 8,585,000 58,000 120,000 1.108% 1.376%
Last Poll 9,165 9,108 37 62 0.402% 0.741%
Device Notes
Date/Time Username Note
42015 440021 PM | SYSTEM Communications re-established with device

2f2772015 5:51:22 PM| SYSTEM
2f2772015 5:48:13 PM| SYSTEM

Communications re-established with device
Communications failed with device

—
Prognosis Path Insight Releaze 6 (64565)

.
Perpetual License, licensed for 1000 interfaces

From this section, you can track the device’s uptime (as reported by the device), as well as internal

information about the device.

Note:

If the device is a Cisco switch or router, then additional internal device information is displayed.
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Device Notes
Notes can be added to a device so you can track when you performed work on a device:

Add Device Note Device 64.60.122.193
| | | Add || Close |

256 characters left.

Note: If you have authentication turned on, then the Username field will use the logged in user who
entered the note.

Note: The notes are stored in comma separated values (CSV) format in the following directory:

For 32 Bit Operating Systems
C:\Program Files\Integrated Research\Path Insight\Notes

For 64 Bit Operating Systems
C:\Program Files (x86)\IR\Path Insight\Notes

You can edit the files with any text editor like Notepad or use Excel to open the file in CSV
format.

The filename for device notes is the IP address of the device. For example, the notes for device
38.102.148.163 would be stored in filename 38.102.148.163.csv.
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Interface Details
If you click on an interface number, you will see details about that specific interface:

The errors graph in addition to the utilization graph will be displayed to correlate periods of high packet
loss with high utilization.

From this page, you can view all information about an interface’s performance.

Poll frequency:

Path Insight Last poll: 8/24/2017 11:55:52
Network health:

Device << >> @ Healthy Suppressed ®lIssue 7 Comm fail Lock Config

Device Device SNMP SNMP Daily
Name IP Address Version Reliability Uptime Device Last Reboot
® |SantaClara 10.0.0.2 SHMMEVZC 100.00 100.000% 245 days 13:13:56.47
Interface << >>
Bz‘i’l" Peak Daily
v Utilization Port Status
Interface P ignore  Error Interface MAC  VLAN -
Number Favorite’ Address Description it Rate Rx Speed Duplex* Addresses 1D  Admin Oper
® Int #1 Favorite 192.168.10.1 Sel/0i0: Serialdi0/0 Ignore 6.577% .125%1,536,000 - - | none up | up

Interface Performance

Tx Rx
Min 0 kbps 0 kbps
Avg S kbps 1 kbps
Max 822 kbps 78 kbps
95th 0 kbps 0 kbps
95th% 0.000% 0.000%

08/23 08i23 08/23 08i23 08/23 08i24 08724 08i24
04:00 08:00 12:00 16:00 20:00 00:00 04:00 08:00

Il Transmitted [l Received

Packet Loss(Errors per polling period)

3000

2000

1000

08123 08i23 08/23 08/23 08123 08i24 08724 08i24
04:00 08:00 12:00 16:00 20:00 00:00 04:00 08:00

M Errors

Queue: VOICE (High priority VolP RTP)
1

Match dscp ef (46)

08123 08723 08724
04:00 08:00 04:00

I Policy Match [l Queus Drop

Queue: class-default
800K

€00k

400k

Bits

Match any
200k

0

08723 08i23 08723 0823 08723 08i24 08724 08i24
04:00 08:00 12:00 16:00 20:00 00:00 04:00 08:00

I Folicy Match [l Queue Drop
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Utilization Graphs

The utilization graphs provide historical utilization of an interface in the timeframe you prefer to view. You
can also view the information in bits per second, percent utilization, or peak percent utilization.

Historical data can be shown by adjusting the Yellow Graph Area at the top:

Poll frequency:

Path Insight Last poll: 7/21/2017 3:
Network health:

Device << >> @ Healty Suppressed @ lssus 2 Commfail Lock Config

03I Services &

Device = Device Manage of Oper Oper Admin
Name |IP Address Device 1/2 345 67 Int| Up Down Down Location Contact

® Syrah 10.0.0.1 Telnet SSH Web HTTPS e @ 36 25 11 3 "Santa Clara" noc@pathsolutions.com

Interface << >>
Peak
Daily
Interface P ignore. Error

Peak Daily

Utilization Port Status
Interface

MAC | VLAN :
Number |Favorite Address Description Int  Rate Tx Rx Speed Duplex* Addresses 1D Admin Oper

®|Int #7 Favorite Gi1/0/5 GigabitEthernet1/0/5 Ignore| 7. 666 -932%4.817% 100,000,000 Full 4 none| up up

Interface Performance

08:00 12:00 16:00 20:00 00:00

[

07/20 07720 07720 07/20
08:00 12:00 16:00 20:00

M Transmitted [l Received

Packet Loss(Errors per polling period)

30k

Errors

07/20 07720 07iz0 07/20 07i21 o7 07iz4 07721
08:00 12:00 16:00 20:00 00:00 04:00 08:00 12:00

I Errors
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Current Utilization Information

If you want to view the current utilization of this interface, click on the "Current Utilization" button. You'll
get a window that will display the immediate current utilization on the interface:

Device == 10.100.36.100 Santa Clara GW
Interface Int #1 0: feil
Current Peak Interface Speed Utilization Percent
Direction Percent  Percent 100,000,000 10 ED el 4 50 B0 g B0 50 1o
Tx 10.76 72.84 13772 |
Rx 2.73 75.1 11z ]

You can open as many of these current utilization windows as you would like. This permits you to do
detailed bandwidth studies of any monitored interface on the system.

A high-water mark is maintained so you can determine the highest utilization point that occurred since the
window was opened.

The current utilization page is updated every 5 seconds.

Exporting Utilization Graph Data for an Interface

The "Download Excel" button allows you to download all of the graph data into an .xIs file for charting and
graphing with a spreadsheet.
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Network Prescription

Below the graph is the Network Prescription for the interface. This is an analysis of any problems that
exist on the interface, including errors and utilization.

Poll frequency:
Prognosis Path Insight Last poll

Network health:

Device << >> ® Healthy Suppressed ssus 7 Comm fail Lock Config
08l Services.
. . #
Device Device Manage of Oper| Oper Admin
Name IP Address Device 1234586 7 Int Up Down Down Location Contact
°3 10.0.0.2 Telnet55=Web HTTPS| o @|@ /4 3| 1 1  “Santaclas noc@pathsolutions com
Interface >>
Interface P \gnore, Switch interfaces showing
Number Favorite| Address Description Int this MAC address
. 21 Favorite | 162.163.10.1) S igrore
Interface Performance
10000
150 ; Tx Rx
Min |0 kbps/0 kbps
£ so0p Avg |0 kbps 0 kbops
0 kbps 0 kbps
2500 Max D! <
95th |0 kbps 0 kbps
0b 95th % 2.

071 071 071 071 0T 07M2 07M2  O07TM2
04:00  08:00  12:00  16:00  20:00  00:00  04:00  08:00

Il Transmitted Ml Received

Packet Loss(Errors per polling period)

100k
s
o 50k
0
0744  O7TM4 0744 04 O7M4  0TM2  O7M2  O7TM2
04:00  08:00 1200  16:00  20:00  00:00 0400  08:00
M Errors
Queue: VOICE (High priority VolP RTP)
1500k
2 1000k
= Match dscp ef (46)
500k

7M1 071 0T 0T UM 07M2 07M2  07M2
04:00  08:00  12:00  16:00  20:00  00:00  04:00  08:00

I Policy Match Il Queue Drop

Queue: class-default

10M

7.5M

5M

Bits

I Match any

2500k '_H
0

071 071 071 071 O 07M2  07M2  O07TM2

04:00  08:00  12:00  16:00  20:00  00:00  04:00  08:00

I Policy Match Il Queue Drop

Outbound QueueVision™

Class-Based Quality of Service (CBQoS): WAN-EDGE (Serial interface policies)

PolicyMap WAN-EDGE (Serial interface policies)
Classmap VOICE (High priority VoIP RTP) 1805830836 2613800
matchStatement Match dscp ef (46)
queueing
ClassMap class-default 2147483647  §62323362
queueing
matchstatement Match any

Network Prescription™

+ Inbound Errors exist on this interface

Inbound errors are packets that are mal-formed, but are enclosed in a valid frame. This can be caused by a bad NIC driver or protocol driver on the sending device. To track down this errer, you will need to
connect a packet analyzer in front of this interface to capture the actual mal-formed packet to determine which device is at fault

Inbound Unknown Protocols exist on this interface

This interface received a valid frame with a protocol that was unrecognized. (Example: If AppleTalk, IPX, or IPv6 is configured on two devices, these two devices will send broadcasts to each other. All other
devices on the network will also receive the broadcast frames. These devices not know what to do with the packets and will discard them ) If you encounter a lot of Inbound Unknewn Protocols on an
interface, you should consider setting up VLANs and separating devices that don't need to communicate via other protocols. Broadcasts can steal CPU attention on @ machine (each broadcast generates a
system interrupt and requires the CPU to evaluate the frame). If your network is saturated with many protocols, up to 5% of your computer's CPU cycles can be dedicated to processing and discarding these
broadcast packets.

Outbound Discards exist on this interface

Packets were discarded because the transmitting machine may have run out of outbeund packet buffers. This ean occur if there is not enough outbound bandwidth available to transmit all requested data. Itis
suggested that you increase the bandwidth of this link, or increase the number of transmit buffers on this device
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Interface Notes
Notes can be added to an interface so you can track when you performed work on an interface:

Add Interface Note Device 64.60.122.193
| | Add || Close |

256 characters left.

Note: If you have authentication turned on, then the Username field will use the logged in user who
entered the note.

Note: The notes are stored in comma separated values (CSV) format in the following directory:

For 32 Bit Operating Systems
C:\Program Files\IR\Path Insight\Notes

For 64 Bit Operating Systems
C:\Program Files (x86)\IR\Path Insight\Notes

You can edit the files with any text editor like Notepad or use Excel to open the file in CSV
format.

The filename for device notes is the IP address of the device. For example, the notes for device
38.102.148.163 interface #2 would be stored in filename 38.102.148.163-2.csv.
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Advanced Interface Statistics

If you click on the “View Advanced Stats” button, you will be presented with additional graphs showing
bits per second, packets per second, broadcasts per second, and errors over time:

Poll frequency:
Path |I'ISig|'It Last poll:

Network health:

Device << > ®Healthy Suppressed @lssue 7 Comm fail Lock Config

O8I Services

Device | Device Manage of Oper Oper Admin
Name |IP Address Device 1/2/3 4567 Int Up Down Down Location Contact
® Syrah 10.0.0.1 |Telnet SSH Web HTTPS (& @ 36 25 11 3 "Santa Clara" noc@pathsolutions.com
Interface << >>
Peak | Peak Daily
Y Utilization Port Status
Interface P Ignore. Error Interface MAC  VLAN .
Number | Favorite Address, Description Int | Rate Tx Rx Speed Duplex* Addresses 1D Admin Oper
@ Int #10|Favorite Gi//8: GigabilEthernet1/0/8 lgnore| 5. 220%38.232%4.350% 100, 000,000/ Full 14 |nene up | up
Interface Performance
30Mb Tx Rx
Min 0 kbps 0 kbps
)
g M h Avg 677 kbpa 53 kbps
— Max 38,231 kbps 4,349 kbps
95th 114 kbps 102 kbps
& 95th % 0.115% 0.102%

07720 07720 07720 07/20 07721 07721 07721 0721
08:00 12:00 16:00 20:00 00:00 04:00 08:00 12:00

M Transmitted [l Received

Packet Loss{Errors per polling period)

30k

E 20k
fir

10k
[

07720 0720 0720 0720 072 07721 07721 07121

08:00 1200  16:00  20:00  00:00  04:00  08:00  12:00
M Errors

Peak packets per second

3000

2000

Packets

1000

[
07720 07720 07720 07720 07721 07721 0721 07721
08:00 12:00 16:00  20:00  00:00 0400  08:00 12:00
M Transmitted [l Received

Peak broadcasts per second
1

0.75

05

Broadcasts

0.25

0

07720 07720 07720 07720 07721 o721 o721 o721
08:00 12:00 16:00 20:00 00:00 04:00 08:00 12:00

M Transmitted [l Received

The information displayed is useful for determining timing of broadcast storms or unusual packet activity.
You can also determine when packet loss occurred on the interface to help correlate with network events.
It is useful to determine if packet loss occurred along with high utilization levels or if the loss was
independent from utilization events.
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Additional interface information is displayed below the graphs:

Interface Traffic

% Broadcasts
Tx Rx
B6.565% §4.455%
0.000% 99.442%

Errors per Packet

Current Average

9,B819,730|2B.656% 1.194%

Packets Broadcasts
Tx Rx Tx Rx
Historical 53,301,557 66,160,371 343,441,720 359,457,658
Last Poll 0 5 10 go1
Interface Errors
Errors
Error Counter Tracked Type Current Total
Inbound Unknown Protocols Common 0 ]
Inbound Discards . Rare 280
Inbound Errors . Rare 0 0
Cutbound Discards . Rare 0 296,405,766
Qutbound Errors . Common ] ]
Outbound Queue Length Reference 0 0
Single Collision Frames . Common ] ]
Multiple Collision Frames . Rare ] ]
Deferred Transmissions . Common ] ]
Carrier Sense Errors . Rare ] ]
Excessive Collisions Rare ] ]
Alignment Errors . Rare 0 0
FCS Errors . Rare 0 ]
SQE Test Errors . Rare ] ]
Late Collisions . Rare ] ]
Internal MAC Transmit Errors . Rare ] ]
Frame Too Longs . Rare 0 0
MAC Receive Errors . Rare ] ]
Error Totals

Network Prescription™

» Inbound Discards exist on this interface
Inbound packets had to be discarded because of a lack of available packet receive buffers. This can indicate that the device's internal CPU may
be unable to process all of the inbound data that it is receiving.

+ Qutbound Discards exist on this interface
Packets were discarded because the transmitting machine may have run out of outbound packet buffers. This can occur if there is not encugh
outbound bandwidth available to transmit all requested data. It is suggested that you increase the bandwidth of this link, or increase the number
of transmit buffers on this device,

Interface Notes

Date/Time
TMTi2014 2:.05:06 PM| SYSTEM

Username

Add Note

Interface changed status to UP

36.043%

260/306,225,259/26.696%/37.237%

Note

All error counters are displayed so you can determine the exact error type that occurred on the interface.
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If you click on an Error Counter type, you will receive the official definition of the error as well as what
should be done to resolve the error:
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Ignoring Interfaces
There are three different ways of ignoring interfaces.

1) The IgnoreList.cfg allows you to ignore ranges of interfaces on devices.

2) The IgnoreType.cfg allows you to ignore interfaces via descriptions system-wide — like if you wanted to
always ignore any interface with the description of “Loopback”.

The above files should be opened up in Notepad for editing. After you save the file, stop and restart the
service to have this change take effect.

These files are located in one of the following directories:

For 32 bit — C:/Program Files/Integrated Research/Path Insight/IgnoreList.cfg
For 64 bit — C:/Program Files (x86)/Integrated Research/Path Insight/IgnoreList.cfg

3) If you only have a couple of ports you would like to ignore you can go to the “Device List” tab and click
on a device and then click on the “ignore” link towards the right-hand side of the table for each interface
number you would like to ignore.

Poll frequency:

Path Insight Last poll:

Network health:

Device << »> @ Heally Suppressed ®lssue 7 Comm fail Lock Canfig
OS5l Services
Device Device Mant_age of Oper Oper Admin )
Name IP Address Device 1234567 Int Up Down Down Location Contact
®|Bardolinc|10.0.0. 47| Telnet SSH Web HTTPS| #| ® 26/ 3 | 23 0 | SanFrancisco v tp-iink com

Device Internal Description
24-Port Gigabit L2 Managed PoE Switch with 4 Combo SFP Slots

% Device Details
Switch Device Description Device Uptime

Device 14 days 22:24:24.03
Interface
baily  Peak Daily
Utilization Port Status

Interface P lgnore, Error Interface MAC  VLAN .

Number | Favorite Address Description int | Rate = Tx Rx Speed Duplex Addresses 10  Admin Oper

®|Int 31 Favorite port 1. Gigabit Copper: port 1: Gigabit Copper Ignore|0.214%0.001%/0.002%/1, 000, 000, 000] Full - 1 up | up

Int $2 Favarite port 2: Gigabit Coppsr- port 2- Gigabit Copper = = = 1 up |down
Int #3 Favorite port 3: Gigabit Copper: port 3: Gigabit Copper _> Ignore 0 - - - 1 up | down
Int #4 Favarite port 4 Gigabit Copper port 4 Gigabit Copper Ignore | 0 - B - 1 up |down
Int #5 Favorite pori 5 Gigabit Copper- port 5: Gigabit Copper Ignore | 0 - - - 1 up |down
Int #6 Favarite port 6: Gigabit Copper: port 6: Gigabit Copper Ignore| 0 - 00 = = = 1 up | down
Int 47 Favorite port 7. Gigabit Copper: port 7- Gigabit Copper Ignere | 0 - - - 1 up | down
Int 38 Favarite port & Gigabit Coppsr- port & Gigabit Copper Ignore| 0. 0 = = = 1 up |down
Int #9 Favorite port 9: Gigabit Copper: port 9: Gigabit Copper - - - 1 up | down
Int 10 Favarite port 10" Gigabit Gopper: port 10° Gigabit Copper = = = 1 up |down
Int #11 Favorite port 11: Gigabit Copper: port 11: Gigabit Copper - - - 1 up | down
Int $12 Favarite port 12- Gigabit Gopper: port 12 Gigabit Gopper Ignore| 0. 00 - - - 1 up |down
Int #13 Favorite port 13: Gigabit Copper: port 13: Gigabit Copper Ignore| 0 - - - 1 up | down
Int #14 Favorite port 14: Gigabit Copper: port 14: Gigabit Copper ignore|0. 0 - - - 1 up |down
Int #15 Favorite pori 15: Gigabit Copper: port 15 Gigabit Copper - - - 1 up |down
Int #16 Favorite port 16: Gigabit Copper: port 16: Gigabit Copper - - - 1 up |down
Int #17 Favorite port 17: Gigabit Copper: port 17: Gigabit Copper - - - 1 up | down
Int $18 Favarite port 18- Gigabit Copper: port 18- Gigabit Copper = = = 1 up |down
Int #1% Favorite port 19: Gigabit Copper: port 19: Gigabit Copper - - - 1 up | down
Int #20 Favorite port 20: Gigabit Copper: port 20: Gigabit Copper - - - 1 up |down
Int #21 Favorite port 21: Gigabit Copper: port 21 Gigabit Copper - - - 1 up | down
Int #22 Favorite port 22. Gigabit Copper: port 22. Gigabil Copper = = = 1 up | down

If your Web Config has been locked and you do not see then “ignore” link in the Device List tab, follow the
instructions below to Unlock the Web Config.
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Unlock the Web Configuration
If the web configuration is locked, and you want to unlock it, Use the Config Tool > Output tab and then
check the box “Unlock Web Configuration”

Alternatively, if you want to Lock the Web Configuration to remove the “favorite” and “ignore” feature, click
on the “Lock Config” link shown below.

L2 Configuration Tool — x
Financials l Syslog l TFTP l Alerts l Maps l
License Devices Output l Email ] Palling ] Issues ] Thresholds ] Favorites ] WAN ]

Webserver Options

Web Page Reload: EE' seconds
View Web
[ Enable web authentication | Page

Records to list on the Top-10tab: WEl:

Built-in Web server port number: 8084—=

0K | Cancel
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Favorites Page

If you have specific interfaces that you want to group together to view from one page, they can be added
to the Favorite’s page:

Path Insight

Poll frequency:
Last poll:
Network health:

Favorite Interfaces List

Device Device
Name
®|Syrah 10.0.0.1
@ Muscat |10.0.0.
® P5-PIR1
®|RuckusiP|10.0.0.6

IP Address Number

Interface
Description
Int #10 Gil/0E: GigabitEthernet1/0/s

3Int 3 33
10.0.0.30/Int #2

Ethernet
Int £22 bro:bro

View Last Last Poll
Current  Poll | Utilization
Utilization Errors,  Tx Rx
View Cumrent| 0.00%/47.90% 0.00%

View Current| 0
View Current| 3.81% 0.01% 0.05%
View Current 2. 64%

Path Insight Release & (8152) Copynight 2017 Integrated Research

License expires on 9/8i2018, licensed for 10000 interfaces.

This page displays the most recent utilization that was seen during the last polling period of all favorite

interfaces.

Adding an Interface to the Favorites List
To add an interface to the favorites list, just click “Favorite” in the General sub-tab under the Device List

tab.

Path Insight

Poll frequency:
Last poll:
Network health

Device << > ® Healthy Suppressed ®issue 7 Comm fail Lock Config
0S5l Services
Device Device Manage of Oper Oper Admin
Name IP Address Device 12/3 4 56 7/Int Up Down Down Location
® Bardolino 10.0.0.47| Telnet SSH Web HTTPS & | @ 26 3 23 0 SanFrancisco
Device Internal Description
% 24-Port Gigabit L2 Managed PoE Switch with 4 Combo SFP Slots
% Device Details
Switch Device Description Device Uptime
Device 14 days 22:24:24.03
Interface
Interface P lgnore
Number Favarite Address Description Int
®|Int 31 Favorite port 1. Gigabit Copper: port 1: Gigabit Copper Ignore
Int $2 Favorite port 2: Gigabit Coppsr- port 2- Gigabit Copper Ignore
Int #3 Favorite port 3: Gigabit Copper: port 3: Gigabit Copper Ignore
Int #4 Favorite port 4 Gigabit Copper port 4 Gigabit Copper Ignore
Int #5 Favorite pori 5 Gigabit Copper- port 5: Gigabit Copper Ignore
Int #6 Favarite port 6: Gigabit Copper: port 6: Gigabit Copper Ignore| 0
Int #7 Favorite port 7. Gigabit Copper: port 7- Gigabit Copper Ignore
Int 38 Favorite port & Gigabit Coppsr- port & Gigabit Copper Ignore
Int #2 Favorite port 9 Gigabit Copper: port 9: Gigabit Copper Ignore
Int 10 Favarite port 10" Gigabit Gopper: port 10° Gigabit Copper Ignore | 0
Int #11 Favorite port 11: Gigabit Copper: port 11: Gigabit Copper Ignore
Int $12 ravome port 12- Gigabit Gopper: port 12 Gigabit Gopper Ignore | 0
Int #13 Favorite port 13: Gigabit Copper: port 13: Gigabit Copper Ignore
Int #14 Favorite port 14: Gigabit Copper: port 14: Gigabit Copper Ignore | 0
Int #15 Favorite pori 15: Gigabit Copper: port 15 Gigabit Copper Ignore
Int #16 Favorite port 16: Gigabit Copper: port 16: Gigabit Copper Ignore
Int #17 Favorite port 17: Gigabit Copper: port 17: Gigabit Copper Ignore
Int $18 Favarite port 18- Gigabit Copper: port 18- Gigabit Copper Ignore | 0
Int #1% Favorite port 19: Gigabit Copper: port 19: Gigabit Copper Ignore
Int #20 Favorite port 20: Gigabit Copper: port 20: Gigabit Copper Ignore | 0
Int #21 Favorite port 21: Gigabit Copper: port 21 Gigabit Copper Ignore
Int $22 Favorite port 22: Gigabit Copper: port 22: Gigabit Copper Ignore

You will be presented with a dialog confirming your selection:

Contact
vy tp-link com
Peak Daily
Utilization Port Status
Interface MAC  VLAN
Tx Rx Speed Duplex* addresses 10  Admin Oper
,000,000,000 Full - 1 up up

= = = 1 up |down
- - - 1 up |down
- = = 1 up |down
- - - 1 up | down
- = = 1 up |down
- - - 1 up |down
= = = 1 up |down
- - - 1 up |down
= = = 1 up |down
- - - 1 up |down
- = = 1 up |down
- - - 1 up |down
- = = 1 up | down
- - - 1 up |down
- - - 1 up | down
- - - 1 up |down
= = = 1 up |down
- - - 1 up |down
- = = 1 up |down
- - - 1 up |down
- - - 1 up |down
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Message from webpage [&J

':9] Add this interface to the Favorites tab?

[ OK ] | Cancel ‘

Click “OK” to add the interface to the favorites tab, or Cancel if you do not want to do so.

Note: The web interface must be in Configuration Mode to be able to add an interface to the Favorites
List. To access the web configuration tool, use the Config Tool and choose the “Output Tab”. If
the web configuration is locked, and you want to unlock it, check the box “Unlock Web
Configuration. See page 132 to see more about the Configuration Mode.

Removing an Interface from the Favorites List

To remove an interface from the Favorites List use the “Config Tool” and click on the Favorites Tab where
you can delete an interface from the Favorites List. See Page 137 for details.

You can also edit the following file with a text editor and remove Favorite Interfaces:

For 32 Bit Operating Systems
C:\Program Files\Integrated Research\Path Insight\Favorites.cfg

For 64 Bit Operating Systems
C:\Program Files (x86)\Integrated Research\Path Insight\Favorites.cfg

Locate the IP address and interface number in the file and then delete it and Save the file. The Integrated
Research Prognosis Path Insight service must be stopped and re-started to have these changes take
effect.
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Issues

Interfaces that have peak utilization rates or error rates that are over the threshold will be listed under the
"Issues" tab:

o Poll frequency: 00:05:00
II Prognosis Path Insight Last poll 7/12/2017 10:29:23 AM
Network health:

Interfaces with peak daily utilization rates greater than 90% or error rate greater than 3%  Prin

Group: | All v

Peak Average Peak Daily

Daily | Daily ax Ja
Device Device Interface lgnore  Interface Error Error Utilization
Int Speed Rate Rate Tx Rx

Name IP Address Number Description
10 6 |In

C|RuckushiP Subnet mask 2! 0.0 for this interface does not match other subnets - - - -

Subnet mask 255.255 255.0 for this inferface does not match other subnets

Subnet mask 2! 255.0 for this interface does not match other subnets

ARP cache entry on this device for 10.0.0.1 does not match others Check
ARP cache eniry on this device for 10.86.0.50 does not match others Check

No default route found on this device Check

Mo default route found on this device Check
Se/VD: SerialD/D/D
Gil/l/3: GigabitEthemet1/0/8

re2: re2
Ethemet

3 subnet mask problems, and 2 ARP cache entry problems, and 2 routing table problems, and 4 total interfaces listed Top of page

Prognosis Path \nsightReIeaseB(M:E) Copyright ©2017 Integrated Research License expires on TRA0TT leenacy Tor 000 menaes
The threshold levels are displayed at the top of this table for reference.

If the error rate or peak utilization rate is over the threshold, it will be displayed in red for easy
determination of the interface problem.

You can click on the interface number to jump to the interface details page and view the utilization and
error information. You can also sort by grouping.

Note: Interfaces that have been over threshold sometime in the past 24 hours are listed. Interfaces will
roll off of the issues list if it is under the error rate and utilization rate for a full 24 hours
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Health

The Health tab provides user-changeable widgets that can be displayed inside or outside of this tab. You
decide the type of widget and how you want information presented, and each widget auto-updates
automatically.

When you first use the Health tab, it will display a blank screen with a little “Edit” link in the upper right
hand side.

Poll frequency: [
Prognosis Path Insight Last poll: 3/13/2015 4:

Network health:

If you click that link, it changes to two links: “Add Widget” and “Lock”.

Pall frequency:

Prognosis Path Insight Last poll: 3/13/2015 4:4
Network health:

If you click “Lock?”, it will just go back to “Edit”.

If you click “Add Widget”, it will open a dialog box and ask which widget you should add. The one you
select will immmediately be placed on the page. You can move the selected widget around and change the
size by clicking on the sizing object in the lower right corner of the widget.

If you want, you can click “X” and close the selected widget.

When you are satisfied with its location and size, click “Lock” and the system will then lock it in and
display it without risk of having it change size or location. The “X” in the upper right corner will change to
an arrow that you can now click on. It will create a separate detached window for the widget that you can
drag around your screen.

You can continue to add other widgets to the screen as you want.
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Top 10

The top 10 section provides you with overall network information for all monitored interfaces. This section
is handy for determining what is occurring on the network regarding errors, utilization, and broadcast
levels.

Errors
The top 10 interfaces with the highest error rates are listed under the "Top-10" tab, in the "Errors" sub-tab.

This tab allows you to see what interfaces have errors that are approaching the error threshold.

Click on the interface number to jump to the interface details page and view the utilization and error
information.

Poll frequency:
Path Insight Last poll:

Network health:

Top 10 Interfaces With Highest Daily Error Rates Sorted by Error Rate Scope: |Peak Daily | Group: |All ~

Day | Poak Dally

Device Device Interface Error i zmi

Name IP Address Number Description Rate Tx Rx
®|BS-PTR1 10.0.0.30|Int $2 |Ethemet 5.359%(0.018%/0.051%
#|Ruckusip 10.0.0.6 |Int $28 brl:bid 3.053%0.041% 0.084%
@ imax-mm.example.tld10.0.0.56 Int £3 | re2:re2 1.362%0.001%/0.003%
®|loire 10.60.0.1|Int $2 |Ei0: Ethemetd 1.141%/0.000% 0.000%
® Everett 10.50.0.1/Int #2 | Fa0/0: FastEthemnet0/0 (WAN side <FGT26x) 1.094%0.006%{0.007%
#® Grenache 10.0.0.27 Int #16 Fa0/15: FastEthemet0r15 (Miceworthy) 0.996% 0.000%|0.242%
® Denver 10.0.0.25Int #1  Et00: Ethemetdi) 0.920%/0.235%(0.221%
® RAlsace 10.0.0.39 Int #1 | Et0: Ethemetd 0.719%0.078%|0.000%
@ Pinct 10.0.0.21 Int #8 &8 0.640%/5.977%|1.918%
® Atlanta 10.20.0.2 Int #2  Fa0i0: FastEthemnet0/n 0.536%0.012%/0.014%

— — — —
Path Insight Release & (8152) Copyright €2017 Integrated Research License expires on §6/2015, licensed for 10000 interfaces

You can also modify the output to view your preferred “Scope” or device “Groups” by using the drop-down
menu on the right hand side. The “Scope” drop down menu will allow you to either see Peak Daily
Highest Error Rate within the last 24 hours or the Last Poll Error Rate within the last 5 minutes.

If a problem is currently happening on the network it's valuable to know which interfaces are currently
showing the highest utilization or error rates. The Last 5 Minute Poll allows you to target the right
impingement points in the network and get the root-cause of the problem fixed rapidly.

Poll frequency: 00
Path InSight Last poll: 9/12/2017 11:57
Network health:

Top 10 Interfaces With Highest Daily Error Rates Sorted by Error Rate Scope: Group:
Peak
Daily
Device Device Interface Error
Name IP Address Number Description Rate
® P5-PTR1 10.0.0.30/Int #2 | Ethemet 5.359%/0.
® Ruckusip 10.0.0.6 |Int #2& bro: bro 3.053% 0.041%0.084%
® kmax-mm.example.t1d/10.0.0.56/Int #3 | re2 re2 1.362%0.001%/0.003%
® loire 10.60.0.1|Int £2 | Et0: Ethemetd 1.141% 0.000%0.000%
®|Everett 10.50.0.1 Int #2 | Fali0: FastEthemet0/0 (WAN side <FGT25=) 1.094%0.006%/0.007%
®|Grenache 10.0.0.27 Int #16 Fa/i5: FastEthemel0/i5 (Miceworihy) 0.996%0.000%/0.242%
® Denver 10.0.0.25 Inc #1 | Ei00: Ethemet) 0.920% 0.235%0.221%
® Alsace 10.0.0.39/Inc #1 | Ei0: Ethemetd 0.719% 0.076%0.000%
® Pinot 10.0.0.21|Int #& &8 0.640% 5.977%1.918%
® Atlanta 10.20.0.2/Int #2  Fa0/: FastEthemet0/0 0.536%0.012%0.014%
s o o
Path Insight Release & (6152) Copynight ©2017 Integrated Research License expires on 9/6/2018, licensed for 10000 inlerfaces.
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Transmitters

The top 10 interfaces with the Highest Daily Transmitted Rates sorted by Utilization are listed under the
"Transmitters" sub-tab.

This tab allows you to see what interfaces physically transmit the most data regardless of interface speed.

You can click on the interface number to jump to the interface details page and view the utilization and
error information.

Poll frequency:
Last poll: 9/12/2017 11
Network health:

Path Insight

Top 10 Interfaces With Highest Daily Transmitted Rates Sorted by Utilization Scope: ‘Peak Daily V|Group: ‘AH v|

Dy PeakDaiy

Device Device Interface Error U tilzation

Name  IP Address Number Description Rate Tx Rx
® Pinot 10.0.0.21Int 27 77 0. 5 .554%
® Syrah 10.0.0.1 Int #10 GilN/E GigabitEthemetl/0/E 0. -470%
® Muscat 10.0.0.23 Int $24 2424 0. .050%
® Pinot 10.0.0.21 Int #18 19:19 0. -402%
. ckusAP 10.0.0.6 Int £12 wian0: viand 0. 200%
® Syran  10.0.0.1 Int #E  Gilll/6 GigabilElhemetl/l/6 0. 661%
® Muscat (10.0.0.23 Int £3 33 0.163%10.297% 04.388%
@ Merlot [10.0.0.22/Int $22/222 0.000% 8.134% 6.216%
® Muscat (10.0.0.23 Int £1919:19 0.000% 6.534% 2.465%
®|Pinot 10.0.0.21/Int $5 |88 0.640% 5.977% 1.918%

— — —
Path Insight Release 8 (8152) Copyright €2017 Integraed Research License expires on 9/8/2018, licensed for 10000 interfaces

You can modify the output to view your preferred “Scope” or “Group” devices by using the drop down
menu on the right hand side. Using the Scope, you can choose to see the Peak Daily Highest Error Rate
within the last 24 hours or the Last Poll Error Rate within the last 5 minutes. You also have the option to
view the 95™ Percentile Highest Daily Transmitted Rates, Raw Data Highest Daily Transmitted Rates, or
Broadcasts with The Highest Transmitted Broadcast Percentage.

Poll frequency:
Path Insight Last poll:

Network health:

Top 10 Interfaces With Highest Daily Transmitted Rates Sorted by Utilization

Peak PDenver
Daily MPLS Lab
Device Device Interface Error CDP Lab
Name IP Address Number Description Rate T{WAN Lab
®|Pinct  [10.0.0.21/Int #7 |77 Lasi Poll 0. a5 . 5| Firewall
® Syrah 10.0.0.1 Int #10 Gil//8: GigabitEthemnet1/0rE 458h Poroonkios 0. -470%
® Muscat 10.0.0.23 Int #24 2424 Aaw Data 0. .050%
® Pinot 10.0.0.21 Int #19 1919 Broadoasts 0. -402%
® RuckusAP|10.0.0.6 Int #12| wiand: vdanl 0. 200%
® Syrah  10.0.0.1 Int #E  Gili/6 GigabilEthemet1/0/8 0.000%/17.042%| 1.661%
® Muscat (10.0.0.23 Int £3 33 0.163%10.297% 94.3688%
@ Merlot |[10.0.0.22{Int $22/222 0.000% 8.134% 6.216%
® Muscat (10.0.0.23 Int 191919 0.000% §.534% 2.465%
@ Pinot 10.0.0.21/Int $5 |88 0.640% 5.977% 1.918%

—
Path Insight Release 3 (8152) Copyright 2017 Integrated Research

— —
License expires on 9/8/2018, licensed for 10000 interfaces
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Receivers
The top 10 interfaces with the highest daily received rates are listed under the “Receivers” sub-tab.

This tab allows you to see what interfaces physically receive the most data regardless of interface speed.

Click on the interface number to jump to the interface details page and view the utilization and error
information.

Poll frequency:
Path Insight Last poll 8/12/2017

Network health:

Top 10 Interfaces With Highest Daily Received Rates Sorted by Utilization Scope: |Pesk Daily ~ | Group: |All v
Eiﬁ; Peak Daily
Device Device Interface Error dinzmin
Name IP Address Number Description Rate Tx Rx

163%/10.297% 94.356%
000% 1.750%|/26.507%

@ Muscat 10.0.0.23/Int $3 |33
® Syrah 10.0.0.1 Int $#23| Gil/0/21: GigabitEthemet1/0/21

0.

0.
® Finct 10.0.0.21 Int #25[2525 0.000% 1.585%17.010%
® Pinot 10.0.0.21 Int $19]18:19 0.000%/93.1% 13.402%
® Syrah 10.0.0.1 Int #10| Gil/l/8: GigabitEthemet1/0/8 0. a 4703
®Merlot 10.0.0.22 Int #22[22 22 0. .216%
® Denver 10.0.0.25 Int #2 | Se0/0: Senald/0 0. -240%
e Pinot 10.0.0.21Int #7 |7:7 0. .554%
® Finot 10.0.0.21 Int #21/21:21 0. 2.870%
® Muscat 10.0.0.23 Int #11 1111 0. -931%

— — — —
Path Insight Release & (6152) Copyright €2017 Infegraled Research License expires on 9/8/2018, licensed for 10000 inferfaces

You can modify the output to view your preferred “Scope” or “Group” devices by using the drop down
menu on the right hand side. Using the Scope, you can choose to see the Peak Daily Highest Error Rate
within the last 24 hours or the Last Poll Error Rate within the last 5 minutes. You also have the option to
view the 95™ Percentile Highest Daily Transmitted Rates, Raw Data Highest Daily Transmitted Rates, or
Broadcasts with The Highest Transmitted Broadcast Percentage.

Poll frequency

Path Insight Last poll: 9/12/2017 11
Network health:

Top 10 Interfaces With Highest Daily Received Rates Sorted by Utilization Scope: Gmup:
Peak e Denver
Daily MPLS Lab
Device Device Interface Error CDP Lab
Name IP Address Number Description Lest Poll Rate TAWAN Lab
@ Muscat|10.0.0.23/Int $3 |33 O5th Porcontis -163% 10. 2|Firewall

.000% 1.750%26.507%
.000% 1.585%17.010%

®|Syrah [10.0.
®|pinot [10.0.
®|Pinot [10.0.
®|syran [10.0.

0

0.0.1 Int #23 Gill/21: GigabitEthemet1/0/21

0

0

0
®|Merlot|10-0-

0

0

0

0.

0
o Raw Data 0
0.21/Int $25 2525 Broadoasts 0
B !
0.21/Int #19/19:19 0 3.402%
0.1 Int #10 Gil//8: GigabitEthemet!/0is 0 £/10.470%
0.22/Int $#22/2222 0.000% B.134% 6.216%
0 0
0 0
0 0
0 0

.25 Int #2  Se0f: Seriald/d .000% 0.000%
-21{Int $#7 |77

.21 Int #21 2121
-23/Int #11 11:11

®|Denver|10.0.
e Pinot 10.0.
e Pinot [10.0.
®|Muscat|10-

.000% 4.641% 2.931%

w— — m— —
Path Insight Release & (8152) Copyright 2017 Integrated Research License expires on 9/8/2018, licensed for 10000 interfaces

Note: If you have an interface that is receiving a high level of broadcasts, investigate the device that is
connected to it to determine why it is transmitting a lot of broadcasts.
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Latency
The top 10 devices with the highest daily latency are listed under the “Latency” sub-tab.

This tab allows you to see which devices have the highest latency sorted by latency.

You can click on the Device to jump to the Device Overall Statistics page and view the Latency, Jitter,
and Packet Loss details.

Poll frequency:
Path Insight Last poll

Network health:

Top 10 Devices With the Highest Daily Latency Sorted by Latency Group:
Peak Peak Peak

Device Device Daily  Daily Daily

Name IP Address Location Latency Jitter Loss

® Grenache 10.0.0.27 Sunnyvale, CA 1014 ms 0 ms 100%
® Shiraz 10.0.0.35 SantaClara 114 ms| 0 ms/100%
@ stout 10.30.0.1 SantaClara GA 104 ms| 0 ms 100%
® loire 10.60.0.1 Santa_Clara 90 m3/15 m3 100%
®|Gewurztraminer|10.20.0.1 73 ms| 0 m3/100%
® FinotGrigio 10.30.0.5 SantaClara, CA 69 m3 0 m3 100%
@ Franc 10.50.1.2 68 ms| 0 ms/100%
® Atlanta 10.20.0.2 61 ms 2 ms 100%
®|Boston 10.30.0.2 "Santa Clara" 60 ms| 1 ms/100%
® Rlsace 10.0.0.39 HQ 55 ms 10 ms 100%

— — —
Path Insight Release & (8152) Copyright 2017 Infegrated Reszarch License expires on 9/8/2018, licensed for 10000 interfaces

You can also modify the output to view your preferred device “Groups” by using the drop down menu on
the right hand side.

Poll frequency ‘
Path Insight Last poll: 9/12/2017 11:
Network health:

Top 10 Devices With the Highest Daily Latency Sorted by Latency

Device Device Daily |MPLS Lab
Name IP Address. Location Latency CDP Lab
@ Grenache 10.0.0.27 Sunnyvale CA 1014 mgyWAN Lab
® Shiraz 10.0.0.35 SantaClara 114 my
®|stout 10.30.0.1 SantaClara CA 104 ms 0 ms/100%
®|loire 10.60.0.1 Santa_Clara 90 ms 15 ms 100%
® Gewurztraminer 10.20.0.1 75 ms| 0 ms 100%
® PinctGrigic  |10.30.0.5 SantaClara CA 69 ms 0 ms 100%
® Franc 10.50.1.2 65 ms| 0 ms 100%
®|aclanta 10.20.0.2 61 ms 2 ms 100%
®|Boston 10.30.0.2 "Santa Clara" 60 ms| 1 ms 100%
® Alsace 10.0.0.33| HQ 55 ms 10 ms 100%
— —
Path Insight Release & (152) Copyright ©2017 Integrated Research License expires on /82018, licensed for 10000 inferfaces
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Jitter
The top 10 devices with the highest daily Jitter are listed under the “Jitter” sub-tab.

This tab allows you to see which devices have the highest daily Jitter sorted by Jitter.

You can click on the device to jump to the Device Overall Statistics page and view the Latency, Jitter, and
Packet Loss details.

Poll frequency:
Path Insight Last poll: 9/12/2017 1

Network health:

Top 10 Devices With the Highest Daily Jitter Sorted by Jitter Group:
Peak Peak Peak

Device Device Daily Daily Daily
Name IP Address Location Latency Jitter Loss
®|lcire 10.60.0.1  Santa_Clara 90 ms 15 ms/100%
® Llsace 10.0.0.38 HQ 55 ms 10 ms 100%
® ES-FTIR1 10.0.0.30 PathSolutions HQ 15 ms 8 ms/100%
® Denver 10.0.0.25 Denver, CO 27 ms € ms|/100%
® hqrwl 10.86.0.2 SantaGlara HQ 36 ms| 2 ms 100%
® HQ 5G40-8 [10.0.0.71 Headquarters 13 ms 2 ms 100%
®|Atlanta [10.20.0.2 61 ms| 2 ms 100%
®|Everett 10.50.0.1 San Francisco, CA 25 ms 2 ms|/100%
®|Baston 10.30.0.2 "Santa Clara" 60 ms| 1 ms|100%
® SantaClara 10.0.0.2  "Sania Clara" 19 m3s 1 ms100%

Path Insight Release & (5152) Capyright ©2017 Integrated Research License expires on 9/6/2018, licensed for 10000 interfaces.

You can also modify the output to view your preferred device “Group” by using the drop-down menu on
the right-hand side.

Poll frequency:

Path Insight Last poll: 9/12/2017 11

Network health:

Top 10 Devices With the Highest Daily Jitter Sorted by Jitter Group: B
Peak |Denver
Device Device Daily |MPLS Lab
Name IP Address Location LatencyCDP Lab
10.60.0.1 Santa_Clara 90 mdWAN Lab
10.0.0.38 HQ 55 mqfirewsll
10.0.0.30 PathSolutions HQ 15 ms| & ms 100%
10.0.0.25 Denver, CO 27 ms| & ms 100%
® hgfwl 10.8€.0.2 SantaClara HQ 36 ms| Z ms 100%
® HQ 5G20-8 10.0.0.71 Headquarlers 13 ms 2 ms 100%
®Atlanta |10.20.0.2 61 ms| 2 ms 100%
®|Everect  [10.50.0.1 SanFrancisco, CA 25 ms| 2 ms 100%
®|Boston 10.30.0.2 "Santa Clara" 60 ms| 1 ms 100%
® SantaClara/10.0.0.2  "Santa Clara" 12 ms 1 ms 100%
Path Insight Release & (8132) Copyright ©2017 Integraied Research License expires on 9/8/2018, licensed for 10% interfaces
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Loss
The top 10 devices with the highest daily packet loss are listed under the “Loss” tab.

This tab allows you to see which devices have the highest packet loss sorted by packet loss.

You can click on the device to jump to the Device Overall Statistics page and view the Latency, Jitter, and
Packet Loss details.

Poll frequency
Path Insight Last poll 9/12/2017 1

Network health:

Top 10 Devices With the Highest Daily Loss Sorted by Loss Group:
Peak Peak Peak

Device Device Daily Daily Daily
Name IP Address Location Latency Jitter Loss

® syran 10.0.0.1 | "Sama Clara" 22 ms 0 ms 100%
® Burgundy 10.0.0.1%  Sunnyvale, CA 2% ms 0 ms 100%
®|SantaClara 10.0.0.2 "Santa Clara" 1% ms|1l ms 100%
® Chardonnay 10.0.0.20 newyork 28 ms 0 ms 100%
® Pinot 10.0.0.21  Santa Clara 42 ms|0 ms/100%
® Merlot 10.0.0.22 Santa Clara 36 m3 0 ms 100%
® Muscat 10.0.0.23 18 m3|0 ms/100%
@ Denver 10.0.0.25 | Denver, GO 27 m3 6 ms 100%
®|Jagermeister 10.0.0.254 Santa Clara CA 27 ms|0 ms/100%
® Ribolla 10.0.0.26 SantaClara 16 ms 0 ms 100%

Path Insight Release  (8152) Copyright ©2017 Integrated Research License expires on $/8/2018, licensed for 10000 interfaces

You can also modify the output to view your preferred device “Groups” by using the drop-down menu on
the right-hand side.

Poll frequency

Path Insight Last poll: 9/12/2017 1
Network health:

Top 10 Devices With the Highest Daily Loss Sorted by Loss

Device Device

Name IP Address Location
® syran 10.0.0.1  "Santa Clara’
®|Burgundy 10.0.0.19  Sunnyvale, CA
®|SantaClara [10.0.0.2 | "SantaClara’ 19 ms 1 ms 100%
®|Chardonnay [10.0.0.20 | newyork 28 ms 0 ms 100%
®|Pinot 10.0.0.21 | SantaClara 42 ms 0 ms 100%
@ |Merlot 10.0.0.22 | Santa Clara 36 ms 0 ms 100%
@ |Muscat 10.0.0.23 18 ms/0 ms 100%
@ |Denver 10.0.0.25 | Denver, CO 27 ms 6 ms 100%
®|Jagermeister|10.0.0.254) SantaClara GA 27 ms/0 ms/100%
@ Ribolla 10.0.0.26 | SantaClara 16 ms/0 ms 100%

— —
Path Insight Release 8 (8152) Copyright ©2017 Integraied Research License expires on 9/8/2018, licensed for 10000 interfaces
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WAN Tab

This section will automatically display WAN interfaces that are slower than 10meg, sorted by 95™
percentile:

Pall frequency: 00:05:00
Progn05|s Path In5|ght Last poll 7/12/2017 12:37:31 PM
Network health:

WAN Interfaces
Device Interface

Name  Number Details Utilization Graph
3
a2 5Mb
4000k
Provider. Centurylink Circut ID: FCX-4382-A2-483712 .
Support Phone. 18777481777 Monthly Cost c482 g 3000kb
Muscat Tnt £3 | Geniract Expiration. 04/19/2018 Cost per Gigabit: 50.56515629 2000kb
Spees 10 Type: ecnernecCsmacd |  1000kb “
MTU: Quesing Undetermined ob -
s L 071 O7M1 071 O7TM1 0T O7TM2  OTMZ  OTMZ 0742
R Bol3 Rl T2 0400  03:00 1200  16:00  20:00  00:00 0400  08:00 1200
Tx 95th Pt 1.3¢2 R B5th Pot 0.13% | g Transmitted B Received
— — —
Prognosis Paih Insight Release 3 (8135) Copyright ©2017 Integraed Research License expires on 7/24/2017, licensed for 5000 interfaces

Note: The list of WAN interfaces on this list is automatically generated by the system. If you desire to
include specific WAN interfaces that are not displayed in this list, this can be accomplished by
using the “Config Tool” and selecting the WAN Tab. You can add, change, or delete any
interfaces there as well as sort them in order by using the Shift Up or Shift Down keys. See Page
127 for details.

You can also edit the WAN.cfg file. This file is located in the following directory:

For 32 Bit Operating Systems
C:\Program Files\IR\Path Insight\WAN.cfg

For 64 Bit Operating Systems
C:\Program Files (x86)\IR\Path Insight\WAN.cfg

Edit this file with a text editor (like Notepad) and add the IP address and interface for each WAN
interface that you want the program to list. The IP address and interface number should be
separated by at least one <TAB> character. Save the file and then stop and re-start Integrated
Research’ Prognosis Path Insight Service to have it take effect.

Interfaces Tab
This section identifies interfaces with specific conditions.

Poll frequency:
Prognosis Path Insight Last poll:

Network health:

Half Duplex Interface List sorted by Peak Daily Error Rate
Peak

Daily Peak Daily
Device Device Interface Error iz Interface
Ri Tx Rx

Name IP Address  Number Description
= 10.0.0.27|T: 1 Fa0i15: FastEthemetDiS (Miceworthy)

E10: Ethemet

Et0: Ethernetd

Gi1/0/22: GigabitEthemet1/0/22

Fa0/l3: FastEthemnetd/2

Fali13: FastEthemet0i13 (Microscope, Inc.)

000&| Falie: FastEthemet0/é ((( 1))

© #16

7 total half-duplex interfaces displayed Top of page

— —
Prognosis Path Insight Release 2 (3125) Copyright 2017 Integrated Research License expires on 7/24/2017, licensed for 5000 interfaces.
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Half Duplex Interface Report

Interfaces that are configured for half-duplex or are showing collision counters are displayed on this
report:

Poll frequency:
Path Insight Last poll: 9/12/2017 12
Network health:

Half Duplex Interface List sorted by Peak Daily Error Rate

Peak ok Daily
Daily i
. s Utilization
Device Device Interface Error Interface
Name IP Address  Number Description Rate Tx Rx Speed Duplex*
® loire 10.60.0.1/Int £2 Et0: Ethemnetd 1. Half+
@ Grenache 10.0.0.27 Int #16 Fa0/15: FastEthemet0/15 (Miceworiny) 0. 00| Hals~
®|hlsace 10.0.0.38/Int #1 Ei0- Ethemetd 0.
® Syrah 10.0.0.1 Int #24 Gil/0/22: GigabilEthemnet1/0/22 0.
® Grenache 10.0.0.27 Int #14 Fal/13: FastEthemet0/13 (Microscape. Inc.) 0.
® ZngryBalls 10.60.0.2/Int £3 Fal/3: FasiEthemet0r3 0.
®Ribollz  |10.0.0.26/Int $10006 Fal/§: FasiEthemet0/s (({))) 0.
T total half-duplex interfaces displayed Top of page
Path Insight Release & (8152) Copynight ©2017 Integrated Research License expires on 9/8:2018, licensed for 10000 interfaces

With modern switched networks, no interfaces should be configured for half-duplex or creating collisions
on the network. This report discloses all interfaces that are either configured for half-duplex operation or
have collision error counters.

Note: If the Duplex value shows a red asterisk (*) behind the label, it indicates that the duplex setting
could not be read from the device because the device does not support RFC 2665. In this case,
the duplex setting is estimated based on the presence or absence of collision error counters on
the interface.
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Trunk Ports

This report shows all interfaces that have multiple MAC addresses showing on the interface. A trunk port
is one that has more than 4 MAC addresses. The report is sorted by the number of MAC addresses so
you can view the most critical interconnects in your network at the top, and evaluate which ones have
high utilization along with high packet loss.

Poll frequency:

Path Insight Last poll /12
Network health:

Interfaces With More than 4 MAC addresses sorted by number of MAC addresses
Peak

Daly i on
Device Device Interface MAC Error Interface
Name IP Address Number Description Addresses Rate Tx Rx Speed
® Bordeaux 10.0.0.45 |Int £1 1- Ethemet Interface 59 0.000% 0.003% 0.003%1,000,000,000
®|Muscat 10.0.0.23 |Int §3 33 59 0.163%10. 100, 000,000
® Gamay 10.0.0.46 |Int §2 eih 0/2: eth 0/2: Fast Ethemet (BCMS6x v17) S8 0.000% 0. .012% 100,000,000
®|Shiraz 10.0.0.35 |Int $1 g1: Ethemet Interface 58 0.000% 0. .001% 1,000,000, 000
®|Barbera 10.0.0.48 |Int #1 fe.1.1: Unit: 1 100BASE-TX RJ4S Fast Ethemet Frontpanel Port 1 58 0.000% 0. .013% 100,000,000
®|Pinot 10.0.0.21 |Int #25 25:25 56 0.000% 1. .010%/1,000,000,000
®|Cabernet 10.0.0.36 |Int #1 e1: Ethemet Interface 55 0.000% 0. .015% 100,000,000
®|Ribolla 10.0.0.26 |Int $#10006 Fa0i6: FastEthernet0/s (i( )) 53 0.084% 0. .013% 100,000,000
®/Chardonnay |10.0.0.20 |Int #23 2323 52 0.000% 0. .108%/ 100,000,000
®|Merlot 10.0.0.22 |Int #26 26: 26 52 0.000% 0. .817%/1,000,000,000
@ BarleyWine |10.0.0.33 |Int #1 Port 1: Port 1 51 0.000% 0. .001%/1,000,000,000
®|Grenache 10.0.0.27 |Int #10 Fal/g: FastEthenet0/3 (ERRD Inc ) 51 0.013% 0. .000% 100,000,000
® Sauvignon 10.0.0.43 |Int #1 ifc1 (Slot: 1 Port: 1) Avaya Ethemel Routing Swilch 4850GTS-PWR+ Module - Port 1 48 0.000% O. .000% 100,000,000
® Eurgundy 10.0.0.19 |Int #26 26:26 43 0.000%| 0. .020% 1,000,000,000
® Syrah 10.0.0.1 |Int #4 Gi'l/0/2: GigabitEthemet 1/0/2 22 0.000%| 0. .014%1,000,000,000
®|Jagermeister|10.0.0.254|Int #436207616 Ethemetl/1: Ethemeti/1 21 0.000%| 0. .004% 1,000,000,000
® Eurgundy 10.0.0.13 |Int #2 2:2 (To Gamay eth 0/15) 14 0.000%| 0. .094% 100,000,000
® Syrah 10.0.0.1 |Int #10 Gi'/0/8: GigabitEthemet 1/0/8 14 0.000% -470% 100,000,000
® Syrah 10.0.0.1 |Int #14 Gi1/0/12: GigabitEthemet1/0/12 8 0.000% .016% 1,000,000,000
® Syrah 10.0.0.1 |Int #8 Gi1/0/6: GigabitEthernet1/0/6 8 0.000% .661% 1,000,000,000
@ Muscat 10.0.0.23 |Int #26 26: 26 7 0.000% .622%1,000,000,000
®|PinctGrigic [10.30.0.5 |Int $#25 1125 Summit300-24-Port 25 8 0.000% .001% 1,000,000,000
22 total trunk port interfaces displayed Top of page
— —
Path Insight Release & (8152) Copyright ©2017 Integrated Research License expires on 982018, licensed for 10000 inlerfaces
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Unknown Protocols

This report shows all interfaces that received a valid frame with unknown protocols. Knowing which
interfaces have devices transmitting strange protocols (IPX, Appletalk, etc.) can be valuable for reducing
unnecessary broadcasts on your network. This report will disclose the interfaces that are currently
discarding packets.

Poll frequency:

Path Insight Last poll: 9/12/2017 12
Network health:

Interfaces Currently Showing Unknown Protocols serted by Peak Daily Error Rate

Sgﬂ: Peak Daily

Device Device Interface Error Udlizadon

Name IP Address Number Description Rate Tx Rx
®|imax-mm.example.tld/10.0.0.56/Int #3  re2:re2 1.362%(0.001%/0.003%
®|loire 10.60.0.1|Int #2 | Et0: Ethemetd 1.141%/0.000%(0.000%
®|Everect 10.50.0.1/Int #2  Fal/D: FasiEthemet0/d (WAN side <FG728x) 1.094%0.006%(0.007%
®|Alsace 10.0.0.39/Int #1 | Ef0: Ethemeld 0.719%0.078%|0.000%
®|Atlanta 10.20.0.2 Int #2 | Fa0/0: FastEthemnetd/) 0.536%0.012%/0.014%
® SantaClara 10.0.0.2 Int #2 | Fa0/0: FastEthemnet0n 0.452%/0.030%/0.123%
6 total unknown protocol interfaces displayed Top of page

Path Insight Release & (8152) Copyright €2017 Integrated Research License expires on 982015, licensed for 10000 interfaces.

For Example: If AppleTalk, IPX, or IPv6 is configured on two devices, these two devices will send
broadcasts to each other. All other devices on the network will also receive the broadcast frames. These
devices will not know what to do with the packets and will discard them.
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Sub 10 meg

This report shows all interfaces that are configured under 10meg Ethernet. These interfaces may be
critical WAN interfaces that need to be tracked more closely.

Poll frequency:

Path Insight Last poll

Network health:

Under 10 Meg Interface List sorted by Peak Daily Utilization Rate

Dally  Peak Daily

Device Device Interface Error i i Interface

Name IP Address Number Description Rate  Tx Rx Speed
® Denver 10.0.0.25Int £2 | Se0/0: Serial0/0 0.000% 0.000% 4.240% 512,000
® SantaClars/10.0.0.2 |Int #1 | Se®/0/): Serial0/0/0 0.440%/0.000%/1.795%/1, 536, 000,
® Everett 10.50.0.1 Int £1 | Se0iD: Serial0i0 0.000%1.399%0.000% 1,544,000
®|Alsace 10.0.0.32 Int #3  Sel: Serall 0.168%0.000%1.385% 512,000
®|loire 10.60.0.1|Int £1 | Se: Seriald 0.087%1.318%0.000% 512,000
® itlanca  10.20.0.2|Int £1 | Se0i0/0: Serald/0/ 0.000%/0.997%0.000%(1,536,000
6 total Under 10 Meg interfaces displayed Top of page

— —
Path Insight Release & (8152) Copyright 82017 Integrated Research License expires on 9/8/2018, licensed for 10000 interfaces
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10Meg Interface Report
This report shows all interfaces that are configured for 10meg Ethernet:

Poll frequency:
Path Insight Last poll: 9/12/2017

Network health:

10 Meg Interface List sorted by Peak Daily Utilization Rate
Peak

B koo

Device Device Interface Error Interface

Name IP Address Number Description Rate Tx Rx Speed
® RuckusAP |10.0.0.6 Int £12| wian0: vdand 0.000% 75.247%1.200% 10,000, 000
® Grenache 10.0.0.27 Int §18| Fa0H5: FasiEthemet0/15 (Miosworthy) 0.996% 0.000%0.242%10,000,000
@ Denver 10.0.0.25 Int £1 | EW0M: Ethemet/0 0.920% 0.235%0.221% 10,000,000
®|Syrah 10.0.0.1 |Int £24| Gili0i22: GigabitEthemet1/022 0.304% 0.133%0.079%10,000,000
® RuckusRP |10.0.0.6 Int #20) wiang wiand 0.000% 0.101%0.018% 10,000,000
® RuckuskP |10.0.0.6 Int #28 br):brd 3.053% 0.041%|0.084% 10,000,000
® Alsace 10.0.0.39 Int £1 | Ei0: Ethemetd 0.719% 0.076%0.000% 10,000,000
® 2ngryBalls 10.60.0.2 Int #3 | Falf3: FastEthemetd/3 0.105% 0.066%|0.055% 10,000,000
@ loire 10.60.0.1 Int £2 | Ei0: Ethemetd 1.141% 0.000%0.000% 10,000,000
® RuckusRP |10.0.0.6 Int #13] wiant: wiani 0.000% 0.000%|0.000% 10,000,000
® RuckusRP |10.0.0.6 Int #31) br5:brs 0.000% 0.000%0.000% 10,000,000
11 total 10 Meg interfaces displayed Top of page

— —
Path Insight Release & (3152) Copyright 2017 Integrated Research License expires on 8/82018, licensed for 10000 interfaces

Since virtually all network adapters that have been sold in the past 10 years are both 10meg and 100meg
capable, this report discloses interfaces that are configured for 10meg. Network performance can be
generally improved by changing these adapters to use 100meg speeds instead of 10meg.

Note: Even if a network link has low utilization, it can still benefit from upgrading to 100meg, as the
latency to stream small chunks of data across a 10meg link can be reduced significantly by
increasing the bandwidth ten-fold.
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100Meg Interface Report
This report shows all interfaces that are configured for 100meg Ethernet:

Pall frequency:

Path Insight Last poll 8/12/2017 1

Network health:

100 Meg Interface List sorted by Peak Daily Utilization Rate
Peak

Daiy e
Device Device Interface Error Interface
Name IP Address  Number Description Rate Speed

10.0.0.21|Int #7 7 0.065% 100,000,000

10.0.0.1 |Int £10 Gil/y3: GigabitEthemet110/8 0.000% 100,000,000

10.0.0.23|Int #3 33 0.163% 100, 000, DO,

10.0.0.23|/Int 224 24:24 0.000% 100,000,000

10.0.0.21|/Int #19 19: 19 0.000% 100,000,000

10.0.0.22/Int $22 22:22 0.000% 100,000,000

10.0.0.23|Int $#19 19:19 0.000% 100,000,000

10.0.0.21/Int £& &8 0.640% 100,000,000

10.0.0.23|Int $11 111 0.000% 100,000, 000

10.0.0.23/Int £5 55 0.000% 100,000,000

10.0.0.21|Int $21 21:21 0.022% 100,000, 000
@ Syrah 10.0.0.1 Int #7 Gi1/0/5: GigabitEthernet1/0/5 0.000% 100,000,000
® Chardonnay 10.0.0.20/Int $23 23.23 0.000% 100,000,000
® Chardennay 10.0.0.20/Int £10 10: 10 0.000% 100,000,000
® Muscat 10.0.0.23|Int #1 11 0.000% 100,000,000
® Burgundy 10.0.0.16/Int £3 33 0.000% 100,000,000
@ SantaClara 10.0.0.2 |Int #2 Fali0: FasiEthemnet0/0 0.452% 100,000, 000
@ stout 10.30.0.1 Int #1001 | 1:1:X440-8pPort 1 0.000% 100,000,000
@ Bosten 10.30.0.2|Int $1 Fali0: FasiEthernet0/0 0.000% 100,000,000
®|Bosten 10.30.0.2|Int $2 Fa0/1: FastEthemnet0/1 0.000% 100,000,000
® Burgundy 10.0.0.16/Int $2 2:2 (To Gamay eth 0/15) 0.000% 100,000, 000
®|Syrah 10.0.0.1 |Int #18 Gi1/0/14: GigabitEthernet1/0114 0.000% 100,000, 00D,
@ Musc: 10.0.0.23|Int $4 44 0.000% 100,000, 000
® Everet 10.50.0.1 Int #3 Fa0/1: FasiEthemet0/1 0.000% 100,000,000
@ Cabernet 10.0.0.36/Int $1 &1 Ethemet Interface 0.000% 100,000,000
® Gewurztraminer 10.20.0.1/Int #10001] Fal/0/: FastEthemet1/0M 0.000% 100,000,000
® Atlanta 10.20.0.2|Int $2 Fali0: FasiEthernet0/0 0.536% 100,000, 000
@ Barbera 10.0.0.48/Int #1 fe.1.1: Unit: 1 100BASE-TX RJ45 Fast Ethemet Frontpane! Port 1 0.000% 100,000,000
® Ribella 10.0.0.26 Int £#10006| Fa0/6: FastEthemetss (i{ 1)) 0.084% 100,000,000
® Grenache 10.0.0.27 Int $14 Falli13: FasiEthemet0/13 (Microscape, Inc.} 0.108% 100,000,000
@ Franc 10.50.1.2(Int #31 Fali30: FastEthemet0/30 0.000% 100, 000, 000
® Burgundy 10.0.0.16/Int £13 1313 0.000% 100,000,000
® Gamay 10.0.0.46/Int $2 eth 0/2: eth 072" Fast Ethemet (BCMS&0c v17) 0.000% 100, 000, 000
@ Palomino 10.50.0.2|Int $22 Fali14 FasiEthemet0/14 0.000% 100,000,000
® Burgundy 10.0.0.19/Int £19 19: 19 0.000% 100,000,000
@ |Merlot 10.0.0.22|Int £5 55 0.000% 100,000,000
@ Pinot 10.0.0.21|Int $23 23:23 0.000% 100,000,000
® Syrzh 10.0.0.1 |Int £6 Gil/i4: GigabitEthemet110/4 0.000% 100,000,000
®|Merlot 10.0.0.22|Int $17 1717 0.000% 100,000, 000

10.50.0.1 Int #2 Fa0/0: FastEthemet0/0 (WAN side <FG726>) 1.094%] 100,000,000

10.0.0.23/Int $23 23:23 0.000% 100,000,000
® Burgundy 10.0.0.19/Int #11 11 0.000% 100,000,000
® Burgundy 10.0.0.19|Int #7 7:7 (To Barbera fe1/18) 0.000% 100,000,000
® Burgundy 10.0.0.18/Int £15 15: 15 (to Atlanta Port a/0) 0.000% 100,000,000
@ Burgundy 10.0.0.19/Int $23 23:23 0.000% 100,000, 000
& Ruraumdy 1n.n_n_1alTnr #2¢ 2474 n_nnns 1nn.ann.ann

The highest utilized of these interfaces should be considered for upgrading to Gigabit Ethernet.

Note: Even if a network link has low utilization, it can still benefit from upgrading to Gigabit Ethernet, as
the latency to stream small chunks of data across a 100meg link can be reduced significantly by
increasing the bandwidth ten-fold.

Note: Another consideration is that an interface that shows 20% peak utilization (during a 5 minute poll
period) may actually have been 100% utilized for 1 minute of that 5 minute poll period, and 0%
utilization for the remaining 4 minutes. Review the interface usage graph and/or reduce your poll
frequency to see more granular historical utilization of interfaces.
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1Gig Interface Report
This report shows all interfaces that are configured for 1gig Ethernet:

Path Insight

Poll frequency
Last poll:
Network health:

1 Gigabit Interface List sorted by Peak Daily Utilization Rate

Peak

Dailr  iation
Device Device Interface Error Interface
Name IP Address Number Description Rate Tx Rx Speed
® Syrah 10.0.0.1 |Int #23 Gil/0/21- GigabitEthemet1/0i21 0.000% 1.750%26.507% 1,000,000,000
® Syrah 10.0.0.1 Int £8 Gi1/0/6. GigabilEthemet1/0/6 0.000%17.042% 1.661%|1,000,000,000
. not 10.0.0. 25:25 0.000% 1.585%17.010%1,000,000,000
®Merlot 10.0.0. 26:26 0.000% 0.622% 0.817%1,000,000,000
® Muscat 10.0.0. 26:26 0.000% 0.809% 0.622%1,000,000,000
#® Syrah 10.0.0. Gi1/0/1. GigabitEthernet1/0/1 0.000% 0.189% 0.803%|1,000,000,000
® hgfwl 10. ethi): ethQ (Intemet) 0.000% 0.186% 0.802%1,000,000,000
® haful 10. 7 efhi: eth1 (Local) 0.000% 0.801% 0.188%1,000,000,000
® RuckushAP 10.0.0.6 Int £2 ethi. ethd 0.019% 0.015% 0.760%1,000,000,000
® syrah 10.0.0.1 |Int #14 Gi1/0/12: GigabitEthemet1/0/12 0.000% 0.752% 0.016%1,000,000,000
® Burgundy 10.0.0.19 |Int #26 26:26 0.000% 0.014% 0.025%1,000,000,000
® Syrah 10.0.0.1 Int #4 Gi1/0/2: GigabitEthernet1/0/2 0.000% 0.025% 0.014%1,000,000,000
® stout 10.30.0.1 |Int #1003 1:3: X440-3p Port 3 0.000% 0.016% 0.000% 1,000,000,000
® syrah 10.0.0.1 |Int #18 Gi1/0/16" GigabitEthemet1/0/16 0.000% 0.008% 0.006%1,000,000,000
@ Jagermeister|10.0.0.254/Int £4362076186| Ethemet1/1: Ethemet1/1 0.000% 0.004% 0.004%1,000,000,000
® Syrah 10.0.0.1 Int #30 Gi1M/4: GigabitEthernet1/1/4 0.000% 0.004% 0.004%1,000,000,000
® Bordeaux 10.0.0.45 |Int #1 1: Ethemet Interface: 0.000% 0.003% 0.003%1,000,000,000
@ Syrah 10.0.0.1 Int &5 Gi1/0/3. GigabitEthemnet1/0/3 0.000% 0.002% 0.002%|1,000,000,000
® Champagne  |10.0.0.42 |Int 501 0e-0/0/0: ge 0/0/0 0.000% 0.001% 0.001%1,000,000,000
®|shiraz 10.0.0.35 |Int #1 g1 Ethemet Interface 0.000% 0.001% 0.001%1,000,000,000
® Syrah 10.0.0.1 Int #20 Gi1/0/18: GigabitEthemet1/0/18 0.000% 0.001% 0.001%1,000,000,000
® Jagermeister 10.0.0.254 Int #83886080 | mgmid. mgmid 0.000% 0.001% 0.001%1,000,000,000
® Bardclino  |10.0.0.47 |Int #1 port 1: Gigabit Copper: port 1: Gigabit Copper 0.040% 0.001% 0.001%1,000,000,000
@ BarleyWine |10.0.0.33 |Int #1 Port 1: Port 1 0.000% 0.000% 0.001%1,000,000,000
® Syrah 10.0.0.1 Int #26 Gi1/0/24. GigabitEthernet1/0/24 0.000% 0.001% 0.000%1,000,000,000
® syrah 10.0.0.1 |Int #25 Gi1/0/23° GigabitEthemet1/0i23 0.000% 0.001% 0.000%1,000,000,000
® Syrah 10.0.0.1 |Int #19 Gil/D/17: GigabilEthemet1/0/17 0.000% 0.001% 0.000%1,000,000,000
[ ] notGrigic [10.30.0.5 |Int #25 1/25: Summit300-24-Port 25 0.000% 0.000% 0.001%1,000,000,000
® stout 10.30.0.1 |Int #1002 1:2 X440-8p Port 2 0.000% 0.000% 0.000% 1,000,000,000
@ stout 10.30.0.1 |Int #1011 1:11: X440-8p Port 11 0.000% 0.000% 0.000%|1,000,000,000
® Jagermeister 10.0.0.254/Int #436211712 Ethemet/2: Ethemet1/2 0.000% 0.000% 0.000%1,000,000,000
#® Sauvignon 10.0.0.43 |Int §7 ifc7 (Slot: 1 Port: 7): Avaya Ethemet Routing Switch 4850GTS-PWR+ Module - Port 7 0.000% 0.000% 0.000%1,000,000,000

The highest utilized of these interfaces should be considered for upgrading to 10Gigabit Ethernet.

Note: Even if a network link has low utilization, it can still benefit from upgrading to 10Gigabit Ethernet,
as the latency to stream small chunks of data across a Gigabit link can be reduced significantly
by increasing the bandwidth ten-fold.
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10Gig Interface Report
This report shows all interfaces that are configured for 10gig Ethernet:

Poll frequency

Path Insight Last poll:

Network health:

10 Gigabit Interface List sorted by Peak Daily Utilization Rate
Peak

Daily Peak Daily
Device Device Interface Error Jiip i Interface
Name IP Address Number Description Rate  Tx Rx Speed

® Jagermeister|10.0.0.254 Int $436355072| Ethemel/37: Ethemet1/37 0.000% 0.000%0.000% 10,000,000,000
® Jagermeister/10.0.0.254 Int #43636326¢ Ethenet1/39: Ethernet1/39 0.000%0.000%|/0.000%10,000,000,000
® Jagermeister 10.0.0.254 Int #436367360 Ethemnet1/40: Etheret1/40 0.000%0.000%/0.000% 10,000,000,000
® Jagermeister 10.0.0.254 Int £436359165 Ethemet138: Ethemnet13s 0.000% 0.000%/0.000% 10, 000,000,000
4 total 10 Gigabit interfaces displayed Top of page
— —
Path Insight Release 8 (8152) Copyright 2017 Integrated Research Licanse expires on 9/8/2018, licensed for 10000 interfaces
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Operationally Down Interface Report

Operationally down interfaces are listed under the "Operationally Shut Down" tab. When the number of
operationally down ports gets too low, additional switch ports should be acquired.

Path Insight

Operationally Down Interface List sorted by Last Used
Device Device Interface
Name IP Address Number Description

2.5 Int #4 4 4 (Forimanager)

Last Used

0 days

Int #4 A 4030)
Int #34 34: 34 {56.3)

5 4: 5 (Rob's old cubs)
4141 (13,1}
36 30 (16.1)
Fal? FastEthemetl?
Se0/0V0: Senai00
Sali: Sednald
Sali0: Senall0
Sodi1; Senalit (Link 1o Sunnyvale)
Sn0i1: Sonalli]
Vian1(: Adaglive Socurity Appliance Vian10' inforface
outside: Adaplive Sacurity Appliance ‘outside’ nbarface
Wiand: Adaptive Security Appliance Viand' inerface
VianG: Adaptive Security Appiance VianG interface
WVianT Adaptive Securnty Applance VianT interface
VianB: Adapiive Security Apphance Viang' interface
Vianf Adapive Secunty Apphance Viandl' interface
Vian: Adaptive Security Appliance Viand' intarface
Int #18 Viand: Adaptve Security Applance Wiand' interface

A
acohSA opVirtual

This list displays all available (operationally shut down) interfaces on your network, including:

Device name

Device IP Address
Interface Number
Interface Description
Interface Type

Interface Time Last Used
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Administratively Shut Down Interface Report
Administratively shut down interfaces are listed under the "Administratively Shut Down" tab:

Poll frequency:
Path Insight Last poll 5/

Network health:

Administratively Down Interface List sorted by Last Used

Device Device Interface

Name IP Address Number Description Type Last Used
hgfwl 10.86.0.2 Int £16] loop2: loop2 (loop2) echernetCsmacd 31 days 23:23:48.32
hgfwl 10.86.0.2/Int #15 loopl: loopd (loopt) echernetCsmacd 31 days 23:23
hgful 10.86.0.2/Int #14 loopl: loopd loopD) echernetCsmacd 31 days 23:
hgful 10.86.0.2/Int #13| npi3: npi3 (npid) echernetCsmacd 31 days 23:
hgfwl 10.86.0.2/Int #12| npi2: npi2 (npi2) ethernetCsmacd 31 days 23:
hgful 10.86.0.2/Int #11| npit: npil (npit) ethernetCsmacd 31 days 23:
hgzwl 10.86.0.2/Int #10) npi0: npid (npid) echernetCsmacd 31 days 23:
hgzwl 10.86.0.2/Int #17 loop3: loop3 (loopd) echernetCsmacd 31 days 23:
Syrah 10.0.0.1 |Int #1 | Gi0/0: GigabitEthemet0/ echernetCsmacd 126 days 01:
Syrah 10.0.0.1 Int #33) StackSub-St-2: StackSub-St1-2 propVirtual 126 days 01:
Syrah 10.0.0.1 Int #32 StackSub-SH-1: StackSub-Sti-1 propVirtual 126 days
loire 10.60.0.1|Int #3 | EN: Ethemet! echernetCsmacd 132 days
Atlanta |10.20.0.2/Int #3 |Fal/1: FastEthemet0/1 ethernetCsmacd 160 days
RuckusAP 10.0.0.6 Int #4 | gea-nss-devl: gea-nss-devd other 244 days
RuckushP 10.0.0.6 Int #5 | gea-nss-devi: qea-nss-devi other 244 days

Ruckus 10.0.0.6 Int #6 | qeanssdev: geanss-dev2 other 244 days

RuckusiF 10.0.0.6 Int #7 | gca-nss-devd qea-nss-devd other 244 days
Boston 10.30.0.2/Int £3 | Sel/0/0: Seraldion propPointToPointSerial 248 days
SantaClara 10.0.0.2 |Int #3 | Fa/i: FastEthemet0/1 ethernetCsmacd 248 days 13: 51
19 total administratively shut down interfaces displayed Top of page
— w—
Path Insight Release 3 (3152) Copyright 2017 Integrated Research License expires on 9/8/2018, licensed for 10000 interfaces

This list displays interfaces that have been administratively shut down and will not function unless the
interface is enabled and brought online by the administrator.

Page 106



Integrated Research Prognosis Path Insight

Tools
Tools are provided to help locate IP addresses and MAC addresses on your network.

Poll frequency:
Path In5|ght Last poll:

Network health:

IP, MAC, and ARP information updated as of. 7/21/2017, 1.17.26 PM

Download IP, MAC, and ARP information fo a spreadsheet

Use this tool to search all monitored ARP caches fo locate a specific MAC address for a provided IP address.

IP Address: H ‘ | Search ‘
Use the following format: 192.168.1.12

- - m— —
Path Insight Release 2 (8146) Copyright £2017 Integrated Research License expires on 7/24/2017, licensed for 5000 interfaces

Before using any of the tools, you should click on the “Update” button to collect the Bridge table and ARP
cache information from your network.

Updating information
e e i)

This process may take more than 10 minutes depending on the size of your network and the number of
monitored devices.

After the update is complete, you can choose to download the information to an Excel spreadsheet, or
perform queries against the information.
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Finding a MAC address for an IP address

Determining what MAC address goes with an IP address is easy if your computer is on the same subnet
as the device, but can prove to be difficult if you have many subnets.

Poll frequency

Prognosis Path Insight Last poll
Network health:

IP, MAT. and ARP information updsted as of 7/12/2017, 11-12:02 AM

Download IP. MAC, and ARP information to a spreadsheet

Use this tool to search all monitored ARP caches to locate a specific MAC address for a provided IP address.

IP Address: | Search
Use the following format 192.168.1.12

— w— —
Prognosis Path Insight Release & (8135) Copynight €2017 Integrated Research License expires on 7/24/2017. licensed for 5000 interfaces

From the IP to MAC search screen, enter the IP address that you want to find and click “Search”.

If the IP address was discovered in any monitored device's ARP cache, it will be displayed along with the
device where it was discovered:

Poll frequency:

Prognosis Path Insight Last poll
Network health:

IR, MAC, and ARP information updated as of: 7/ 2/2017. 2:02 AM

Download IR, MAC, and ARP information to a spreadshest

Use this tool to search all menitored ARP caches to locate a specific MAC address for a provided IP address.

IP Address: 10.0.0.1 Search
Use the following format: 192188.1.12
10.0.0.1 was found

IP Address MAC Address Notes
1 -47 Leamed from the ARP cache on Syrah (10.0.0.1), interface 234

Leamed from the ARP cache on SantaClara (10.0.0.2), interface #2

0020), interface 2101

Leamed from the ARP cache on Pinot (10.0.0.21), interface #101

Leamned from the ARP cache on Merlot (10.0.0.22), interface #57

Leamed from the ARP cache on Muscat

Leamed from the ARP cache on Chardonn

23), interface #10
Leamed from the ARP cache on Denver (10.0.0.25), interface #1

Leamed from the ARP cache on HOLABSW 0254), interface #151060431
Leamed from the ARP cache on Barbera (10.0.0.26), interface #1

Leamed from the ARP cathe on Grenache (10.0.0.27), interface 21

Leamed from the ARP cache on PS-PTR1 (10.0.0.30), interface #2

Leamed from the ARP cache on Shiraz (10.0.0.35), interface #300000

Leamed from the ARP cache on Gabemet (10.0.0.36), interface 100000
Leamed from the ARP cache on Alsace (10.0.0.39), interface #

Leamed from the ARP cache on Champagne (10.0.0 42}, interface #550
Leamed from the ARP cache on Sauvignon (10.0.0.43), interface #75537
Leamed from the ARP cache on Bordeaux (10.0.0.45), inierface #100000
Leamed from the ARP cache on Bardolino (10.0.0.47), interface #52505
Leamed from the ARP cathe on kmax-mm.example tid (10.0.0.56), interface #3
Leamed from the ARP cache on RuckusaP (10.0.06), interface #25

Leamed from the ARP cache on loirs (10.60.0.1), interface #1

— — w— —
Prognosis Path Insight Release & (2135) Copynght ©2017 Integrated Research License expires on 7/24/2017, licensed for 5000 inferfaces

The MAC address will be displayed along with the device and interface where the MAC address was
found in the device’s ARP cache.
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Finding a MAC address on a Switch Interface

Locating where a MAC address exists on a switch port can be difficult if you have a lot of switches to
guery. This can easily be done on the MAC to Interface Search screen:

Poll frequency:

Prognosis Path Insight Last poll y
Network health:

IP, MAC, and ARP information updsted as of 7/12/2017, 11-12:02 AM

Download IP, MAC, and ARP information to a spreadsheet

Use this tool to search all switch interfaces for a specific MAC address.

MAC Address: || Search
Use the following format: 00-00-00-00-00-00

— — —
Prognosis Path Insight Relase 3 (3135) Copyright 82017 Integrated Research License expires on 7/24/2017, licensed for 5000 interfaces

Enter the MAC address that you want to search for and click “Search”. The MAC search will look for
device MAC addresses (PCs, servers, phones, etc.) that are connected to switches.

If the MAC address is found on a switch, you should see the following:

® Poll frequency:

II Prognosis Path Insight Last pell Y
Network health:

IF, MAC. and ARP information updated as of: 7/12/2017, 11:12:02 AM

Download IP, MAC, and ARP information to a spreadshset

Use this tool to search all switch interfaces for a specific MAC address.

MAC Address: [8-2B-CB-B§-D7-CB Search
Use the following format: 00-00-00-00-D0-00
75-2E-CE-B6-D7-CE was found on the following switch interfaces

Switch Switch Interface MAC Interface
Name IP Address  Number Switch Interface Description Addresses Speed Type

1 1)z 55 1
1 Gi1/0/5 GigabitEthemet1/0/6

26:28
ife1 (Slot 1 Port: 1) Avaya Ethemet Routing Switch 4850GTS-PWR= Module - Port 1
Port 1: Port 1
Falls: FastEthemetl/s (ERRD Inc.)
2323
26:26 24
06| Falif: FastEthemetl/s ((( })) 25
91: Ethemet Interface 4
&1 Ethemet Interface 25
ge-0/0/0.0: g=-0/VD.0 45 R 1
fe.1.1: Unit: 1 1D0BASE-TX RJ45 Fast Ethemet Frontpanel Port 1 48
eth 012 th 0/2: Fast Ethemet (SCMS5: v17) &7
1: Ethemet Interface 47

33 58

Fi

Note: Since multiple interfaces were displayed, it is likely that the interface with only one MAC address on it is the specific interface with that MAC address. The other interfaces may be trunks that
connect switches to other switches, and would thus have more than one MAC address on the interface.

Prognosis Path Insight Release & (5135) Copynght 82017 Integrated Research License expires on 7/24/2017  licensed for 5000 interfaces

Notice that the MAC address was discovered on more than one interface. The “MAC Addresses” column
will help you to determine how many MAC addresses exist on an interface. This is useful for determining
if an interface is a switch to a switch trunk. If so, then more than one MAC address would exist on the
link. If it is the interface where the device is physically connected to then there will only be one MAC
address connected.
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Converting a MAC address to an IP address
If you have a MAC address and want to know what IP address it is associated with, use this tool:

Poll frequency.
Prognosis Path Insight Last poll:

Network health:

IP, MAC, and ARP information updated as of. 7/12/2017. 2.02 AM

Download IP, MAC, and ARP information to a spreadsheet

Use this ool to search all monitored ARP caches to locate a specific [P address for 2 provided MAG address

MAC Address: || Search
Use the following format. 00-00-00-00-00-00

— — —
Prognesis Path Insight Release 3 (2135) Copyright 2017 Integrated Research License expires on 7/24/2017, licensed for 5000 interfaces

Enter the MAC address and click “Search”.

You should see the resulting IP address for the MAC address if it was found in any of the monitored
devices’ ARP caches:

Poll frequency:

Prognosis Path Insight Last poll
Network health:

IP, MAC. and ARP information updated as of 7 17, 11:12:02 AM

Dewnload IP, MAG, and ARP information to a spreadsheet

Use this tool fo search all monitored ARP caches to locate & specific IP address for & provided MAC address.

MAC Address: [73-25-CB-B6-D7-CB Search

Use the following format: 00-00-D0-00-00-00

T8-2B-CB-B6-D7-CB was found

MAC Address IP Address
1 41 Leamed from the ARP cache on device 10.0.0.1. interface #34

Leamed from the ARP cache on devic 9, interface #101
Leamed from the ARP cache on device 10.0.0.2, interface #2
Leamed from the ARP cache on devic: 0.20, interface #101
Leamed from the ARP cache on device 10.0.0.21, interface #101

022, interface #57

Leamed from the ARP cache on devic
Leamed from the ARP cache on device 10.0.0.23, interface #101
0.25, interface #1

Lesmed from the ARP cache on devic
Leamed from the ARP cache on device 10.0.0.28, interface #1
Leamed from the ARP cache on devic 27, interface #1
Leamed from the ARP cache on device 10.0.0.39, interface #1

— w— —
Prognosis Path Insight Release & (8135) Copynight €2017 Integrated Research License expires on 7/24/2017. licensed for 5000 interfaces

The IP address will be displayed along with the device and interface where the IP address was found in
the device’s ARP cache.
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Subnets

The Subnets report discloses which subnets are in use on your network, and allows you to quickly
determine which devices are associated with each subnet. Click on the “More” link under the Device
Names column to learn which devices have an IP address configured to use that subnet. Integrated
Research’ VolP Module Features

® Poll frequency:

II Prognosis Path Insight Last poll
Network health:

1P, MAC, and ARP information updated ss of: 7122017 2:02 AM

Download IP, MAC, and ARP information to a spreadsheet

Subnets in use

Usable IP  Devices Using

Addresses Subnet Device Names
254 22 More.
z54
254
55.0 i34
254
254

254

Subnet

More.

More.

More.

Mare.

More

More

z

252 z More
252 z More

252 z More
252 z More

3 1 More
1073741822 3 More
252 1 More
252 1 More

252 1 WMore
252 1 More

252 2 More
254 2 More

Prognosis Path Insight Release 8 (3135) Copyright €2017 Integrated Research License expires on 7/24/2017, icensed for 5000 interfaces.
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VLAN Report
The VLAN Report shows all VLANs associated with that device.

Poll frequency
Prognosis Path Insight Last poll

Network health:

IP, MAC. and ARP information updated as of: 71122017, 11:12:02 AM

Download 1P, MAG, and ARP information 10 3 spreadsheet

Device Name  IP Address

Prognesis Path Insight Release 8 (8135) Copynght 82017 Integrated Research License expires on 7/24/2017, licensed for 5000 interfaces

VoIP Tools
In the Tools tab, the VolP Tools sub-tab which includes the VolP Call Simulation Client and the Check
Address Translation tool is also available.

Poll frequency:

Prognosis Path Insight Last poll
Network health:

7/12/2017

IP, MAC, and ARP information updated as of: 7/12/2017, 11:1202 AM

Dewnlead IP, MAC, and ARP information to & spreadsheet

Use these tools fo validate and troubleshoot VolP Networks.

Download Call Simulation client (smail link)

Prognosis Path Insight Release 8 (3135) Copyright 82017 Integrated Research License expires on 7/24/2017, licensed for 5000 interfaces

Page 112



Integrated Research Prognosis Path Insight

Call Simulator

The Call Simulator is a program that is run on a computer where you would like to test a VoIP call. It will

send VolIP formatted ICMP ping packets to any IP address endpoint. This permits you to simulate a VolP
phone call to any LAN or remote IP address without having to set up software on the remote IP endpoint.

When the Call Simulator is initially run on a computer it will ask for the IP address and port number for the
Integrated Research’ Prognosis Path Insight Server. This is done for licensing as well as to seed the
program with the server and port for performing call path mappings:

Enter the P and port for Yol Monitor

Server address: |1 010036156
Server port; |EEIE¢1

k. | Cancel

Once the validation check is complete, you should see the program ready to start:
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End-to-End Testing

You should be able to enter the IP address of the remote device or location that you desire to test to and
choose the codec to simulate. Click “Start” to start the simulation. This will perform an end-to-end test to
the remote location.

Note: If you choose an IP phone as the destination, you should simulate only one call at a time to that
location. IP phones tend to have very small CPUs and cannot handle more than 2 calls worth of
traffic before they start to discard packets.

Any remote location that responds to a PING (ICMP ECHO) can be used as a destination for testing.

You can choose to optionally tag the packets with a DSCP setting.

Tg% Call Simulator (Reqgistered to 10.0.0.16:8084) — x>

Fram: |1D-U-D-7D to [3.8.8.8 ‘ Start | Sane result ‘

Mode: |End-t0-endtest ﬂ Call Path
Ol G711 (B4kbits) Calst|t = A psce 46 0

-1

Calls —05

=0

—-0%
=1%
-0
—20ms

I Order

Latency =10ms

=0 ms
=20ms

Jitter =10ms

=0 ms
=2%

Loss -1 %

=0%
—4.4

MOS -2.7

|IIIII|IIIII|IIIII|IIIII|IIIII|IIIII|IIIII|_-I

-rog” -6'00" -5'00" 400" -3o0” -2'00" -100" -000”

4 2] )

Latency: -ms  Time: - Invalid DSCP: -%
Jitter: -ms  Call ratio: - Qutof order: -%
Loss: - MOS: =

Note: Your network configuration may strip this DSCP tagging and apply a different tag to the packets.
You may choose to deploy a packet analyzer to validate that the network configuration is not
stripping the DSCP tagging.
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Note: If you intend to load a network to saturation to test for WAN stability, it is advised to use the IP
address of a router, switch, or server as the destination. Those devices tend to have enough
spare CPU cycles to handle processing large loads of traffic.

Note: Some devices will strip the DSCP tagging on their responses. Cisco routers have been validated

to preserve the DSCP tagging on their responses. Other devices ma

y have to be checked to see

if they preserve or strip the tagging to insure that the DSCP is preserved bi-directionally.

During a call test, the number of calls can be ramped up to load the network a
can reliably be handled to a destination.

nd determine how many calls

T—Hr% Call Simulator (Registered to 10.0.0.16:8084) — >
From: [100.0.70 to [10.0.01 sop |
hMode: |End—t0—endtest J
Codec: |G.711 (54khits) = Calsfll = [46 [46
Calls

| DSCP 1%
=0 %

I Order [ 1%
=0 %
=38 ms

Latency =19 ms
—0ms
=107 ms

Jitter =Ed ms
=0 ms
=87 %
Loss | —4.4%
=0 %
—4.4
MOS -27
-1
|IIIII|IIIII|IIIII|IIIII|IIIII|IIIII|IIIII|
-7'00” -6'00" -5'00" 400" -300" -2'00" -1'00" -0roo”
[4] _>]
Latency: -ms  Time: - lrevalid DSCF: - %
Jitter: -ms  Call ratio: - Qutof order: - %
Loss: -% rOS: =

Additional details about any point in time can be seen by hovering over the graph element with the

mouse.

lost so it can be correlated with network events to determine the cause.

tracks when it occurred.

Out of order reception historical tracking: If packets arrive out of order,

DSCP loss historical tracking: If DSCP is lost during a test, Prognosis Path Insight displays when it was

Prognosis Path Insight
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Link Troubleshooting

The Link Troubleshooting mode can be used to test packet stability over a number of router hops and is
typically used to test stability outside of a VPN tunnel to determine where packets are being lost or
delayed.

Enter the IP address of the destination to test and click “Start”. The program will trace the route to the
destination and then start testing:

fé% Call Simulator (Registered to 10.0.0.16:8084) - e
Fram: |m.n.n_?n to |B.6.6.8 | Stap |
hode: |LinkTrDubIeshDDting J
Delay between sends:  |100
=100 ms
Delay =60 ms
=0 ms
=20 ms
Latency =10ms
=0 ms
—22ms
Jitter 115
=0ms
—-2%
Loss -1 %
=0%
=44
MOS -2.7
=1
|IIIII|IIIII|IIIII|IIIII|IIIII|IIIII|IIIII|
-r'oo” -5'00" -5'00" -4'00" -3'00" -2'00" -1'00" 000"
Latency: -ms  Time: o
Jitter: -ms  Delay: -ms
Loss: -4 tOS: o

If the graphs do not show up you will need to check your Firewall. You may need to turn off your
Firewall for Link Troubleshooting.

Note:

If at any point there is a spike in latency, jitter, or loss, the graph point can be clicked on to view additional
information of inter-link information between all involved devices along the path.
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As shown below, you can determine who owns or manages routers along the Internet.

8/24/2017 12:15:48 PM *
=20 ms
Latency =10 ms
-_-... l. I =0ms
=20 ms
Jitter =10ms

-_Il.l II l =0ms

Loss =1%

104-10-248-1.lightspeed.sntcea. sheg

71.148.149.242

104-8-32-110.lightspeed.sntcca. sheg
71.145.1.40

google-public- dns-a.google.com

10.0.0.1
10.86.0.2
12.83.39.208
12.122.137.213
206.121.188.66
108.170.242 241
216.239.49.95

<< Prawv frame I »> Meod frame Close

Latency, Jitter, and Loss are displayed to each hop along the way. As a result, it can be easily
determined which device is adding Latency, Jitter, or Loss along the way.
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RTP Receiver/Transmitter
The RTP Receiver/Transmitter mode uses UDP packets and is useful when remote devices block PING

(ICMP ECHO) packets.

To use the RTP Receiver/Transmitter Mode, email the link to the remote user and have the remote user
also run a copy of the Call Simulator on the network.

Enter a “name” in the Remote Name field such as “Chicago”. Then set your Call Simulator as RTP
Receiver in the Mode field and click on Start.

T‘a‘% Call Simulator (Registered to 10.0.0.16:8084) - e

Fiemote Name: |Chicago Stop | |
Maode: |TCP Receiver -] | |

Listen Part; |5EIEI4 3:

Liztening for agents...

Recerving frorm 10,100.38,163 with DSCP 0 [onginal zowee 1P of 10,100,38,163 with DSCP

E xit
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On the remote Call Simulator, select the RTP Transmitter mode in the Mode drop down box. You will
then see a drop-down box in the “To” field where you can select the “Name” of your machine. Select the
name of the machine to test.

From: |10100.36.17 to | Chicago || Stat | |
LT R TP Transmitter - | |
Codec: [G.711 (Bdkkits) | Port [5010 = Call:[T =] ¥ pscefee [45

You can then click on the Start button to start the simulation.
The IDSCP Graph will show when packets lose DSCP marking during a test.

The !'Order Graph will show when packets arrive out of order

%ﬁ Call Simulator (Registered to 10.0.0.16:8084) — x
From: [10100.36.17 o [101003617  «|  Stat | Saveresult |
Mode: |HTF' Transmitter j | |

Codec: [G.711 (Bdkbits] | Port [5010 =] Calls:[1 =] [~ pscefes [0

Calls

I DSCP

I Order

Latency

Jitter

Loss

MOS5

1

11 | | I I I B | | { I I I A | | | I I I I | | [ | | [ | |-
500 400" -300° 200" 100" -ooo”

Latency: -mz Time: - |rwalid DSCP: -
Jitter: -mz  Call ratio: - Ok af arder: =

Loss: -%  MOS: g E xit
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TCP Receiver/Transmitter

Using the TCP Transmitter/Receiver mode will validate how much bandwidth is available between two
computers.

For example, If you have a 10meg WAN circuit between your remote offices but you think it is always
slow, you can confirm that the current utilization is zero percent, but you may want to test it.

Set up a computer in the remote office with TCP Receiver and provide a Remote Name.

ﬁ Call Simulator (Registered to 10.0.0.16:8084) - X

Femote Name: |Or|andu Stop |

tode: |TCPReceiver J
Listen Part: |5004 EI:

Listening for agents...
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On the local machine, run the TCP Transmitter and enter the remote computer’s name from the Drop

Down box.

Simulated traffic will then run between the two systems.

IH% Call Simulator (Registered to 10.0.0.16:8084)

BEE |1n_n_n.?n

to [10.0074

J ‘ Stop |

tdode: |TCPTransmitter

Chunk size: 1400 EI: bytes

Fate

Time:
Fate:

Part: |5004 EI: [ Random usage fluctuation
— 88 Mbps

=44 Mbps
=0 bps

i 2

Traffic between the two computers will start loading up and show how much bandwidth is being utilized. If

it shows that you are only getting 5mbps of throughput,

investigate.

you should call your WAN provider to discuss and
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UDP Firewall Test

To test if the port can fully reach the destination you can use the UDP Firewall Test. Choose the “UDP
Firewall Test” option from the Mode drop down box, enter the IP address to test to and the UDP
destination port and click “Start”.

IH% Call Simulator (Registered to 10.0.0.16:8084) - X

Fram: |1E|-E|-D-7’EI to | Start | Sawve result

Mode: |UDP Firewall Test |
Destination Paort: (5010 3

Resolving target host address... OK
Tracing route to 91.222.0.2 using UDP port 5010 packets... OK
Resolving host names... OK

1 10.0.01

2 10.86.0.2

3 104.8.32.110 104-8-32-110.lightspeed.sntcca.sboglobal net
4 104.10.248.1 104-10-2458-1 lightzpeed.sntcca.sheglobal. net
5 71.148.149.242

= 71.145.1.40

7 12.83.39.213

g8 121221145 gar23.sffcaip.attnet

g 192,206 32,222

10 213185130212 ash-bhd-link telia.net

1A 62.1165.141.1049 fim-bb3-link telia.net

12 62.115.141.239 firm-b1-link telia.net

13 6211560170 datagroup-ic-314505-frm-b1.cielia.net

14 8091160157 aed2-454 531 kiev.datagroup.ua

15 46.164.150.2149

16 188.0127 226 warld homelan lg.ua

— Mo UDP:ED10 response beyond this —

17 ¢m.22202 [ICkF ] citylan lg.ua

The results above show that there are 17 hops to the destination, yet UDP port 5010 only made it as far
as hop 16. This tells us that the router at hop 16 may be blocking UDP port 5010 outbound, or that the
router at hop 17 may be blocking UDP port 5010 inbound, or there may be a layer-2 device between the
two that is discarding the packets.
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DSCP Loss Test

To determine where DSCP tags are being stripped in the network, use the DSCP Loss Test. Choose the
“DSCP Loss Test” option from the Mode drop down box, and enter the IP address of the remote device to

test to and click “Start”.

ﬁ Call Simulator (Registered to 10.0.0.16:8084) — bt
From: |1 0.0.0.70 to | Start | Sawe result |
haode: |DSCP Loss Test ﬂ

r

-

Resalving target host address.. OK
Tracing route to 91.222.0.2.. OK

Testing using ICMP packets with DSCP 46... OK

Resolving hostnames... Ok

Hop Tag DSCF P MName

1 + 46 10.0.0.1

e + 46 10.66.0.2

3 + 46 104.8.32.110 104-8-32-11 0 lightspeed.sntcca.sheglobal net
4 + 0 104.10.248.1 104-10-245-1 lightspeed.sntcca.sbeglobal net
5 + 0 71.145.149.242

5 + 10 71.1451.40

— Mo DSCP tag beyond this —

? 0 12.83.39.213

8 0 121221145 garz3.sffca.ip.attnet

3 0 192.205.32.222

10 0 213155130212 ash-bbd-link telia.net

N 0 B2.115.141.109 fim-bb3-link telia.net

12 0 B2115.141.239 fim-b1-linktelia.net

13 0 6211560170 datagroup-ic-314505-ffm-b1 ctelianet

14 0 8091160157 ae??-454 531 kiev.datagroup.ua

15 0 46.164.160.214

16 0 186.0127.226 warld harmelan.lg.ua

17 0 91.222.02 citylan.Ig.ua

The above shows a test where DSCP tags made it to hop 6 but not beyond. This means that hop 6 may
have stripped the DSCP tag outbound, or hop 6 may have stripped the DSCP tag inbound, or a switch
between the two may have stripped the DSCP tag.
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Fixing Problems on your Network

Improving Network Health
Network health can be improved by working on the issues listed in the “Issues” list:

Poll frequency:
Path Insight Last poll: 9/12/2017

Network health:

Interfaces with peak daily utilization rates greater than 90% or error rate greater than 5%  Print Group:
Peak Average .
Dally ~Daily ok Daily
Device Device Interface ignore Interface Error = Error
Name |IP Address  Number Description Int Speed Rate = Rate Tx Rx
C RuckusiP|10.0.0.6 |Int £33 ‘Subnet mask 255.255.0.0 for this interface does nol match other subnels - - - -

C stout 10.30.0.1 Int #1000013 Subnefmask255.255255.0 for this interface does not maich other subnets
C|stout 10.30.0.1 Int #1000014 Subnetmask 255255 255.0 for this interface does not match other subnets

C|loire 10.60.0.1 -na- ARP cache entry on this device for 10.0.0.1 does nof match others Check -
Clloire 10.60.0.1 -na- ARP cache entry on this device for 10.0.0.73 does not match others Check -
C|Burgundy|10.0.0.19 -na- No default route found on this device Check -

C Everett |10.50.0.1 -na- No default route found on this device Check - -
oles o.

® PS-PTRL |10.0.0.30 Int #2 Ethemnet lgnore 10,000,000 5 L9598 0.
® Muscat |[10.0.0.23|Int #3 33 lgnore| 100, 000, 000/0.1 L0133/10
® Pinot 10.0.0.21/Int #7 77 lgnere| 100, 000, 000/0.065% 0
® Muscat |10.0.0.23Int #24 24:24 lgners| 100, 000, 000/0.000% 0
® Pinot 10.0.0.21|Int $19 19:19 Ignere| 100, 000, 000/0.000% 0
® Syrah 10.0.0.1 Int #10 GI1/0/8: GigabitEthemet1/0/8 lgnere| 100, 000,000 0.000% 0.000%24.6
3 subnet mask problems, and 2 ARP cache entry problems, and 2 routing table problems, and 6 total interfaces listed Top of page
— — o
Path Insight Release 8 (3152) Copyright €2017 Integrated Research License expires on 9/8/2018, licensed for 10000 interiaces

Click on the interface number to get details on the source of the problem.

If you have a bandwidth problem, you may want to upgrade the interface to a faster speed (upgrade
10mbps to 100mbps, or 100mbps to gigabit), and/or configure the link for full duplex. You may have
errors associated with a bandwidth problem (like collisions), so it is recommended to solve bandwidth
problems first.

After resolving bandwidth problems, you will want to focus on reducing the error rate on the interface (if
this is a problem). Use the error analysis section for suggestions of a course of action. It may
recommend replacing cables or network cards, depending on the types of errors that occur.

Additional troubleshooting information exists for each specific error. You can receive the online help by
clicking on the specific error name.

Once you have implemented a fix, you should have a gradual reduction of the error rate on this interface.
You may choose to immediately reset the counters on the interface so the program will start calculating
error rates with a clean slate. Refer to your switch's documentation for information on how to clear
interface statistics.

Note: Some switch manufacturers only allow clearing statistics for the entire switch, not a specific
interface.

Note: If a switch manufacturer does not offer a method of clearing statistics, you will have to reboot the
switch (or perhaps just the management module) to clear out old statistics. The telnet link can be
used to quickly connect to the switch and check duplex and switch configuration.
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Running a Collision-Free Network
Click on the “Interfaces” tab and review the interfaces that are configured for half-duplex:

Path Insight

Poll freq
Last poll:
Network health:

Half Duplex Interface List sorted by Peak Daily Error Rate

Interface
Number

Int #17

Device
IP Address

Device
Name

Int #1
Int #

Fl

8 total half-duplex interfaces displayed

Description
#e17 (Siot 1 Port 17) Aviya Etharnal Routing Switch 4B50GTS-PWR+ Modue - Port 17
FaliD: FastEShemetVD (WAN side <FGT26=)
24 24 (Path Solulions)
2.2 (To Gamay
Fal/1. FasiEthemel

46 Ethernat Interface

L0. Falv10; FastEthormabi10 {To Hawaii)

Fal/0: FastEshemetDd

Peak

- Peak Daily
i Utilization
fTor

Rate Tx Rx  Duplex*

424 Half

Top of page

—
Path Insight Release 7 (G803}

—
Parpatual License, hcensed for 1000 interfaces.

These interfaces should be converted to run in full-duplex mode to eliminate packet loss due to collisions.

Trunk Ports

This report shows all interfaces that have multiple MAC addresses showing on the interface. A trunk port
is one that has more than 4 MAC addresses. The report is sorted by the number of MAC addresses so
you can view the most critical interconnects in your network at the top, and evaluate which ones have
high utilization along with high packet loss.

Path Insight

Poll frequency:
Last poll-
Network health:

7/31/2017 11

Interfaces With More than 4 MAC addresses sorted by number of MAC addresses

Device Device

Name IP Address
® Pinot 10.0.0.21 Int
® Muscat 10.0.0.23 |Int
® Bordeaux 10.0.0.45 Int
L Jie} 10.0.0.46 |Int
L] 10.0.0.48 |Int
°
[ ]
ec
[ ]
°
[ ]
°
L] 10.0.0.43 |Int
® Burgundy 10.0.0.19 |Int
® Syrah 10.0.0.1 |Int
® Burgundy 10.0.0.19 |Int
® Syrah I
® Syrah
® jagerme
® Muscat
® Syrah

Interface

Number Description

#23 25:25

#3 S

#1 1: Ethernet Interface

#2 eth 0/2: eth 0/2: Fast Ethernet (BCM56xx v17)

31 gzr: 11: Unit: 1 100BASE-TX RJ45 Fast Ethernet Frontpanel

g1: Ethernst Interface

el: Ethernet Interface

Fa0/9: FastEthernet0/9 (ERRD Inc.)
Fal/6: FastEthernet0/6 ({( )))

23:23
Port 1: Port 1
26:26
21 ifc1 (Slot: 1 Port: 1): Avaya Ethernet Routing Switch
4850GTS-PWR+ Module - Port 1
#26 26: 26
#4 Gi1/0/2: GigabitEthernet1/0/2

2: 2 (To Gamay eth 0/15)
Gi1/0/8: GigabitEthernet1/0/8
Gi1/0/6: GigabitEthernet1/0/6
Etherneti/1: Ethernet1/1

26: 26

Gi1/0/12: GigabitEthernst1/0/12

21 total trunk port interfaces displayed

FEE Peak Daily
Dally Utilization
MAC Error Interface
Addresses Rate Tx Rx Speed

&3 .294%

57 L127%|7

43 .001%

43 004%

43 005%

47 %

453 %

44 %

44 % .

4z £11.

41 0

40 % 6.

40 £17

35 .101% 0.

23 245%

14 . .049%

14 10.2 .186%

] 0.000% 2.305%

7 0.000% 0.002%

7 0.000% 6€.461%

5 0.000% 0.141%

Top of page

Path Insiaht Release 8 (8147} Coovﬁth@l? Intearated Research

License expires on MFZOWB‘ licensed for 5000 interfaces
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Eliminating Bottlenecks

Click on the “10meg”, “100meg”, and 1gig sub-tabs to investigate interfaces that should be upgraded to a
faster speed:

10 Meg Interface List sorted by Peak Daily Utilization Rate

Path Insight

Poll frequency:

Last poll: 9/13/

Network health:

Dally i oo

Device Device Interface Error Interface

Name IP Address Number Description Rate Tx Rx Speed
® Syrah 10.0.0.1 Int #24 Gil/022 GigabitEthemet1/0/22 .€11%5.977% 10,000,000
® Rlsace Int #1 Et0: Ethemetd .238% 0.000% 10,000,000
® Denver Int #1 | ENO/0: Ethemetdid .000% 4.246% 10,000,000
® RuckusaF Inc #20 wiand wiang .390%(0.058% 10,000,000
® Ruckusap Int $28| bl b0 .039%0.101% 10, 000, 000
® RuckusiP Int #12 vdan0: wiand .078% 0.009% 10,000,000
® ZngryBalls 10.60.0.2 Int #3 | Fa0/3: FastElhemel0/3 .060% 0.051% 10, 000, 000
® RuckusiP Int #31 brsbrS .000% 0.000% /10,000,000
® loire Int #2 Et0: Ethemetd .000%/0.000% 10,000,000
® RuckusiF Int #13 wdant wian .000%(0.000%10, 000,000
® Grenache Int #16 Fa0/15: FasiEthemet/5 (Miceviorihy) .000%0.000% 10, 000, 000

11 total 10 Meg interfaces displayed

Top of page

Path Insight Release & (8152) Copyright 82017 Iniegraled Research

Click on the interface number to get details on the interface’s utilization.

License expires on 9/8/2018, licensed for 10000 interfaces
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Determining What’s Connected to an Interface

If you click on the interface and then click on the “Connected” tab, it will show you what devices are
connected to the interface, along with the VLAN, MAC address, and IP address (if available in other
device's ARP caches). If you hover over the MAC address it will show you the Manufacturer of that
device. Reverse-DNS lookups for switch ports can also be identified by clicking on the IP address.

Poll frequency: 0
Path Insight Last poll: 7/31/2017 11

Network health:

Device << ® Healthy ~ Suppressed ®lssue ? Comm fail Lock Config

bt
Device Device SNMP SNMP Daily
Name IP Address Version Reliability Uptime Device Last Reboot
® Muscat 10.0.0.23 SNMFPV3 100.00% 100.000% 244 days 19:24:15.75

Interface << >>

Interface IP Ignore Devices connected to
Number Favorite Address Description Int this switch port
VLAN #1: 00-01-96-72-31-1B

VLAN #1:
VLAN #1: 00
VLAN #1: 00
VLAN #1: 00
®| Int #3 Favorite 33 Ignore| VLAN #1: 0D0-0QF-E2-C2-7C-05
VLAN #1: 00-10-4%-00-6F-60 - 10.0.0.71
VLAN #1: 00-10-49%-02-47-13
VLAN #1: 00-10-4%-03-18-00 - 10.0.0.5%
VLAN #1: 00-10-4%-03-1E-20 - 10.0.0.69

2-FD-65-90-7a
D-B3-40-40-02
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Finding Anomalous Traffic
If you notice strange traffic on one interface, you can use TotalView to locate the source of the traffic.
Consider the following graph:

Interface Performance Download Excel lf View Advanced Stats
Current

Bits per second IR

T50kb

500kb

Bits

250kb

0b
07110 07110 07110 0710 07111 071 07111 071
08:00 12:00 16:00 20:00 00:00 04:00 08:00 12:00

I Transmitted Il Received

At approximately 14:00 (2:00pm) yesterday, roughly 800k of data was received. The same amount of
traffic was received at 10:00 pm , 1:00 a.m, this evening. With this traffic pattern in mind, we can quickly
click on the interface arrows to find the interface that transmitted that quantity of traffic during those times.

Once you have found the interface, you can determine what is connected to the interface and look into
the purpose of the traffic.

The benefit of this feature is that you do not have to be in front of a packet analyzer at the time the traffic
is transmitted to determine the source of the traffic.

Click on the left and right interface arrows to view the other interfaces on the switch. Look for a similar
traffic pattern at the same timeframe.

If determining the source and destination of the traffic is not enough to narrow down the cause, the next
step would be to connect a network analyzer to that interface to try to determine the purpose of the traffic.
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Determining Laptop Usage
Laptops add and drop from the network on a regular basis. To track their usage patterns, select the
Health tab. Then select “Add Widget” on the right hand side.

Pall frequency: 0
Prognosis Path Insight Last poll: 3/13/2015 4:4

Network health:

Add widget | Lock

|
|
Select the “Daily Ports” — to see the Down Interfaces:
Daily Ports x
695 W T ¥ il W i i W T V ]i[
BB fsassataciiatatatuninatamsuatatassnanasasanasatasssasansfavanatarasasasssanasasnranassssasabinsnnannana
1]
a 41'?........ . PR NN EE EE N E NN N NS BN N DR E SRR R
-
M 273. ..............................................
o
.l.ﬂ? LD ofroramanama e s e e e e s e e s e e s @ e e e e AR R R R
(]
0
7 09 11 13 15 17 1% 21 23 1 3 5§ 7 9% 1l 13 15
B Admin Dotm B Oper Dowm Time (Hours)

Notice that the number of "Operationally Down" interfaces decreases as users connect to the network and
increases as users disconnect.

Planning for Network Growth

Making sure that you always have free network ports available for growth is important. Use the Health
tab, select “Add Widget”, and add the “Daily Ports” to view the Down Interfaces to determine overall port
availability.

When the number of operationally shut down ports gets too low, additional switch ports should be
acquired.

Scheduling Server Outages

Determining the timeframe to schedule server outages can be tricky without Prognosis Path Insight.
Choose the interface that connects to the server and view the daily, weekly, and monthly graphs to
determine when network utilization for this server is lowest. The user community should be comfortable
with the decision, as there is no documented usage during that period.
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Scheduling Switch & Router Outages

Scheduling switch outages are easy as well. Choose the switch details and view the daily, weekly, and
monthly graphs to determine when overall switch utilization is lowest.

Daily Utilization Tracking

View the daily utilization using a Widget in the Health tab to determine if the utilization meets with your

expectation of usage.

Consider the following “Daily Utilization” graph:

Daily Utilization

mh
mh
ok 1
mh
mh

L e R = .

Bits per Second

15 17 1% Z1 =23
B Transmitted

11 13 15 17 1% Z1 23
Time (Hours)

9
H Peceived

This graph shows a lot of data being transmitted on the previous day starting at 17:00 hours (5:00pm).
This timeframe may correspond with backup jobs that are set to execute during that timeframe.
The graph also shows spikes roughly every two hours throughout the day. This may also correspond with

scheduled activities on the network.

Daily Errors Tracking

View the daily overall errors to determine if the level of errors meets with your expectation of error

distribution.

Consider the following “Daily Errors” graph:

Daily Errors

130k -
T
T2k -
52k

Zek

...................................................

Errors

=

0k e
2 11
B Errors

13 15 17 1% 21 23 1

"9 11 13 15 17
[Hour=s)

3 5 7

B (no data) Time
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This graph shows that there were a lot of errors around 13:00 hours (1:00pm). If you are aware of a
process that runs at that time, you may choose to investigate the interface of the machine that executes
the process.

Performing Proactive Analysis

You can be proactive by using the "Top-10" (errors) tab to locate interfaces that have error rates that are
increasing. Reducing these error rates will help prevent them from becoming issues.

The "Top Transmitters" and "Top Receivers" tabs can be used to watch which interfaces may become
bandwidth bottlenecks.

Error Resolution

Some device manufacturers may improperly report error information, making it impossible to clear certain
errors. The device manufacturer should be able to provide a new version of their device software to
report errors correctly.

You can tell Integrated Research’ Prognosis Path Insight to suppress errors on interfaces by clicking on
the status indicator (the colored dot in the Status Column)

Interface 1P lgnore | Switch interfaces showing
Number |Favorite | Address Description Int this MAC address

® |Int #1 | Favorite [10.0.1.1 Fali0: FastEthernetd/0 (WAN side <FGT26=) Ignore

The following dialog should then be presented:

Should threshold errors be SUPPRESSED on this interface?

Ok l | Cancel

You can Un-Suppress errors on an interface by clicking on its status indicator again.

Using the Network Weather Report

The network Weather Report is emailed by the service every night at midnight. An example of a weather
report with interfaces that are degraded is as follows:

The default report includes information regarding the health of the network, a section on issues and
errors, a section on performance, a section on the top 10 interfaces with the highest daily receive
percentage and administrative information.

All links on the report will link to the product website so you can rapidly check information and work on
resolving problems on a daily basis.

It is recommended that you archive these reports in an email folder for future reference.

The network's overall status is displayed in color (red for "Degraded", green for "Good") at the top of the
report.
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If the overall network status is degraded, then a table listing the interfaces with “Issues” will be displayed.

The "Errors" section will list the top 10 interfaces with the most errors.

This netwark weather report contains information on your netwark’s errors, performance, and administration. Additional information on your network can
be viewed on the TotalView website

Aggregate Utilization

Bits per Second
™
N
i
E

7 % 11 13 15 17 1% 21 23 1 = & 7 9 11 13 15
® Transmitted m Received Time (Hours)

Issues  Curent Issues
9 interfaces (out of 803 interfaces on your network) are reporting more than 90% utilization or more than 5% errors per packet

Interface Error Peak Daily Utilization

Name Number Description Rate Tx Rx
® Sauvignon Int #17 ifcl7 (Slot 1 Port: 17): Avaya Ethernet Routing Switch 4850GTS-PWR+ Module - Port 17 86.435% 100.000% 100.000%
& Malbec Int #23 ifc23 (Slot 1 Port: 23): Nortel Ethernet Routing Switch 5520-24T-PWR Module - Port 23 40.432% 0.000% 0.001%
® CiscoAS2 Int #15 inside: Adaplive Security Appliance ‘inside’ interface 23.750% 0.000% 0.000%

® Palomino Int #2 Fa02: FastEthernet02 25.000% 0.001% 0.000%
® Internet Int #1 Fa0/0: FastEthernetd/0 (WAN side <FGT26>) 15.834% 44.101% 35.052%
® Internet Int #2 Fa0/: FastEthernetd! 9.325% 3.508% 4.418%
® Sauvignon Int #7 ifc7 (Slot 1 Port 7): Avaya Ethernet Routing Switch 4850GTS-PWR+ Module - Port 7 1.887% 100.000% 100.000%
® NewYork Int #2 Se0/0: Serial0/0 (Link to Atlanta) 0.000% 100.000% 100.000%
@ Denver Int #2  Sei0: Seriall0 0.000% 100.000% 100.000%
Errors
Top 10 interfaces with the most errors Current top 10 errors

Interface Error Peak Daily Utilization

Name Number Description Rate Tx Rx

® Sauvignon Int #17 ife7 (Slot 1 Port: 17): Avaya Ethernet Routing Switch 4850GTS-PWR+ Module - Port 17 86.435% 100.000% 100.000%
@ Malbec Int #23 ifc23 (Slot 1 Port 23): Nortel Ethernet Routing Switch 5620-24T-PWR Module - Port 23 40.432%  0.000% 0.001%
® CiscoASE Int #15 inside: Adaptive Security Appliance ‘inside’ interface 28.750% 0.000% 0.000%
® Palomino Int #2 Fa0i2: FastEthernstd/2 25.000% 0.001% 0.000%
® Internet Int #1 Fa0i0: FastEthernetd/D (WAN side <FGT7265) 19.834% 44.101% 35.052%
® Internet Int #2 FaO/1: FastEthernetO! 9.325% 3.503% 4.418%
® New¥York Int #1 Et0/0: Ethernetdio 3.904% 5.412% 5.252%

® Sardolino Int #4  port4: Gigabit Copper: port 4: Gigabit Copper

w
W
Y
il
o
o

.000% 0.001%

w
w
w
w
e
o

® Bardolino Int #6 port®: Gigabit Copper: port & Gigabit Copper .000%  0.001%

@ Bardolino Int #16 port16: Gigabit Copper: port 16: Gigabit Copper 3.3323

o

.000% 0.001%

The "Performance” section will list the top 10 talkers and top 10 listeners.

The "Administration" section will include the number of interfaces that are operationally shut down and
administratively shut down.

Network Weather Reports can be customized to include your company logo, or other text. Refer to page
125 (Configuring Email) for information on configuring the report.

Note:

The Network Weather Report has an attached text file that can be used to display the same data,
except without HTML formatting.
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Top 10 interfaces with the highest daily transmission percentage

Performance
Interface
Name Number
nt #7

NewYork Int $2

#® Denver Int $#2

® Internet Int #1

#3

#49

L

Bordeaux Int #46

Current top 10 talkers

Description

ife7 (Slot: 1 Port: 7): Avaya Ethernet Routing Switch 4850GTS-PWR+ Module - Port 7

ife17 (Slot: 1 Port: 17): Avaya Ethernet Routing Switch 4850GTS-PWR+ Module - Port 17

Se0i0: Serial0i0 (Link to Atlanta)

S5e0i0: Serial0i0

Fai0: FastEthernetd/0 (WAN side <FG726>)

ifc1 (Slot: 1 Port: 1): Avaya Ethernet Routing Switch 4850GTS-PWR+ Module - Port 1

ifc3 (Slot: 1 Port: 3): Avaya Ethernet Routing Switch 4850GTS-PWR+ Module - Port 3

ifc49 (Slot: 1 Port: 49): Avaya Ethernet Routing Switch 4850GTS-PWR+ Module - Port 49

45 Ethernet Interface

@ Pinot Int #10007 Fali7: FastEthernetd/7 (Connection to Denver)

Top 10 interfaces with the highest daily receive percentage

Current top 10 listeners

Interface
Name Number Description
@ Denver Int #2 Se0/0: Serialdid

ifc7 (Slot: 1 Port: 7): Avaya Ethernet Routing Switch 4850GTS-PWR+ Module - Port 7

@ NewYork Int #2  Se0/0: Serial0i0 (Link to Atlanta)

I #17 ifc17 (Slot: 1 Port: 17): Avaya Ethernet Routing Switch 4850GTS-PWR+ Module - Port 17

Fali0: FastEthernet0/0 (WAN side <FGT28>)

ifc3 (Slot: 1 Port: 3). Avaya Ethernet Routing Switch 4850GTS-PWR+ Module - Port 3

ifc1 (Slot: 1 Port. 1) Avaya Ethernet Routing Switch 4850GTS-PWR+ Module - Port 1

#49 ifcdd (Slot: 1 Port: 49): Avaya Ethernet Routing Switch 4850GTS-PWR+ Medule - Port 49

® Bordeaux

@ Denver

Administration

Int #46 46 EthemnetInterface

Int #1 Et0/: EthernetOit

Error Peak Daily Utilization
Rate Tx Rx

0.000% 100.000% 100.000%

0.000% 100.000% 100.000%

44.101% 35.052%

1.887% 11.284% 11.112%

1.887% 11.284% 11.112%

1.863% 11.284% 11.112%

2.537%

3

.203% 6.521%

0.000% 5.629% 5.438%

Eror Peak Daily Utilizat
Rate Tx Rx

0.000% 100.000% 100.000%

-

-887% 100.000% 100.000%

o

-000% 100.000% 100.000%

44.101% 35.052%

1

.887% 11.284% 11.112%

=

.863% 11.284% 11.112%

.537%

)

.203% 6.521%

w0

Your network has 637 interfaces that are operationally shut down. These interfaces are available for additional nodes. When this number drops too low
you should consider purchasing additional switch interfaces to make sure you can continue to add to your network. View current Operationally down

interfaces

Your network has 9 interfaces that are administratively shut down. These interfaces have been disabled by the network administrator, and will not
function if a node is connected. View current Administratively shut down interfaces

If you have questions related to PathSolutions’s sales, please contact Sales@PathSolutions. com
If you have technical support issues relating to any of PathSolutions's products, please contact Support@PathSolutions.com.
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Using the Configuration Tool

The Configuration Tool is used to change the general configuration options of the product as well as add
or remove devices from monitoring.

To run Integrated Research’ Prognosis Path Insight Configuration Tool, select "Start", choose
"Programs"”, point to "Integrated Research", then choose "Prognosis Path Insight", and then select "Config
Tool".

If you have not yet entered your subscription information, you may be presented with the following dialog
upon starting the program:

L2 Configuration Tool - *
Financials l Syslog l TFTP l Alerts l Maps l
License l Devices ] Output Email ] Polling ] Issues ] Thresholds ] Favorites ] WAN ]
Subscription
Customer Number:
12850534

Customer Location:
HQ

Contact Name:

|Cindy Hauser

Contact Phone:

Path Insight |8IJD—542-?382
Integrated Research
PathSclutions Contact Email:
www.|F.com |supp0rtusa@ir.com
MAC Address:
|a0-99-95-07-17-24
‘ Change/validate License
Licensedfor. 10000 interfaces
Console v8.0.8111.0 Copyright 2017

0K Cancel
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Enter your subscription information and then click “Change/Validate License” to validate the license and

continue.

You should see the Integrated Research’ Prognosis Path Insight Configuration Tool license window:

55
Financials ] Syslog ] TFTP ]
License } Devices ] Output Email ] Polling ] lssues
Subscription -

Path Insight

Integrated Research
PathSolutions

v | B com

Console v8.0.8111.0 Copyright 2017

Customer Number:

12850534

Customer Location:

HQ

Contact Name:

|Cindy Hauser

Contact Phone:

|800-942-7382

Contact Email:

|supportusa@ir.com

MAC Address:

|a0-99-9-07-17-24

License information

Enteryour license information. All fields are

required far validation.

Customer Mumber:

Customer Location:

HQ

Contact Mame:

|Cindy Hauser
Contact Phone:

(600-5942-7362
Cantact Email:

|suppnn.usa@ir.cam

hAC Address:

|al-99-9k-07-17-24

Check License |

Cancel

Changefvalidate License 1

Licensed for:

10000 interfaces

Use this page to validate and/or change your subscription information on your License.

OK

Cancel
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Adding or Removing Devices

When you select the “Devices” tab, you will see the list of currently monitored devices:

%% Configuration Tool — >
Financials ] Syslog ] TFTP ] Alerts ] Maps ]
License Devices I Output l Email l Polling ] Issues l Thresholds l Favorites l WAN l
Group Name | IP address | Int | SNMP | Confract date | Contract ID | Confract phone ~
Denver Syrah 10.0.0.1 37 V3
Denver Burgundy 10.0.0.19 31 w3
Denver SantaClara 10002 5 v2c
Denver Chardonnay 10.0.0.20 30 w3
Denver Pinot 100021 1 w3
Denver Merlot 10,0022 29 w3
Denver Muscat 100023 . v3
Denver Denver 10.0.0.25 3 vac
Denver Jagermeister 1000254 141 3
Denver Riballa 10.0.0.26 28  wvic
Denver Grenache 100027 26 vZc
Denver PS-PTR1 10.0.0.30 2 vac
Denver BarleyWine 10.0.0.33 10 vic
Denver Shiraz 10.0.0.35 M4 vic
Denver Cabernet 100036 7 vic
Denver Alsace 10.0.0.39 3 vl
Denver Champagne 10.0.042 62 wvic
Denver Sauvignon 10.0.043 50 w2c
Denver Bordeaux 100045 15 v2e o
M rme T o i i 1NnnNnnAc ac P 0N
< >
Add... Change... Delete... | Shift Down |
OK | Cancel | |

You can sort the list (and thus sort the order that the devices are displayed on the web pages) by clicking

on a column header.

To move switches up or down in the listing click on the switch and then click " Shift Up" or " Shift Down".
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Adding Devices

To add a device, click "Add". You will see the "Add device" dialog:

i3
Financials ] Syslog ] TFTP Alerts ] Maps ]
License DAdd device W [ites ] WAN ]
Group | Nl Group: Denver tract phone ~
Denver Sy
Denver  Bu IP address: | 10 . 8 . 0 . 10
Denver Sa .
Denver Ch ShMP wersion: ( ShMPT 0 SHMPY2e e SMRPYE
Denver Pi Usermame: |IRAdmin
Denver Me
Denver Mu  AuthPraot: AuthPass:
Denver De [——
bADE
Denver Ja | ﬂ |
Denver Rif PrivFrot: FrivPass:
Denver Gr
Denver PS |DES
Denver Ba
Denver ghl Contract date: ﬂ
Denver Ca
Denver Ch Contract 10 |
Denver Sa ;
Denver Bo Contract phone: ||
Denver Ga - . .
o o | Descrigtion (optional): | W
< >
(0]4 | Cancel ‘
Add... |

0K ‘ Cancel ‘

Enter the IP address and SNMP read-only community string for the device. If desired, you can also add a
description and support contract information for the device.

Click "OK" to add the device, and the system will present you with a blank dialog box so you can enter
another device.

Click "Cancel" on a blank dialog box to close the dialog and stop adding devices.

Note: All interfaces for each switch are monitored by default. You can ignore individual interfaces from
being monitored on the web interface.
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Changing Device Information

To modify a device, double-click on an existing device IP address, or select the device’s IP address and
then click on "Change".

You will be presented with the Change Device dialog:

53
Financials ] Syslog ] TFETP Alerts ] Maps ]
License DChange device W [ites ] WAN ]
Group MNa Group: |Denver tract phone
Denver Sy _
Denver  Bu| IP address: | 10 : 1] : 1] . 14
D S
Doel 2 SNMPversian, C SNMPVI @ SNMPW2e  ( SNMPV3
Denver Pir Community string: |pub|ic
Denver Me
Denver M
Denver De
Moduth
Denver Ja | o J |
Denver Rik
Denver Gr -
Denver P3 |NDPW J |
Denver Ba
Denver gl Contract date: i Mwednesday December 31, 1963 ﬂ
Denver Ca
Denver Ch Contract 1D: |
Denver Sa :
Denver Bo Contract phone: |
E?Tv?r SE’ Description (optional): |Device v
< >
(0]:4 | Cancel ‘
Add._ |

0K ‘ Cancel ‘

The only required fields for a device are the Group, IP address, and SNMP community string fields. All
other fields are optional.
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Deleting Devices
To delete a device, click on the device and then click "Delete". You will see the "Delete device" dialog:

=5

Financials l Syslog l TFTP l Alerts l Maps l
License Devices l Output ] Email ] Polling ] Issues ] Thresholds ] Favorites WAN ]
Group MName | IP address | Int | SNMP | Confract date | ContractID | Confract phone ~
Denver Syrah 10.0.01 37 vic
Denver Burgundy 10.0.0.19 31 wvic
Denver SantaCl=zrs 10009 = e
Denver Char{ Delete Device x
Denver Pinot
Denver Merla
Denver Musc You are about to delete 10.0.0.46 from the configuration.

Denver Deny
Denver Jage [v Delete all data for this device
Denver Ribo | Prevent this device from being discovered by the wizard
Denver Gren
Denver P5-P
Denver Barle Are you sure?
Denver Shira
Denver Cabe Yes No
Denver Chan
Denver Sauvigrrom TOUUFS DO VZT
Denver Bordeaux 100045 15 v2e
Denver Gamay 10.0.0.46 25  w2c 0
| P Dardali;ma ANNMN A7 7 P P
< >
Add.. Change . Delete shitUp | ShitDown |
0K | Cancel |
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After deleting a device, you will be asked if you would like to prevent that device from being discovered

Again if you re-run the Quick Config Wizrd.
5%
Financials ] Syslog ] TFTP ] Alerts ] Maps ]
License Devices } Cutput ] Email ] Polling ] Issues ] Threshaolds ] Favarites WAN ]
Group Mame | IP address | Int | SNMP | Contract date | ConfractID | Contract phone ~
Denver Syrah 10.0.01 37 v
Denver Burgundy 10.0.0.19 31 vl
Denver SantalClara 1inonno E whe
Denver Char{ Delete Device X
Denver Pinot|
Denver Merlg
Denver Musc You are about to delete 10.0.0.46 from the configuration.
Denver Denv
Denver Jage [+ Delete all data for this device
Denver Ribo [+ Prevent this device from being discovered by the wizard
Denver Gren
Denver PS-P
Denver Barle Are you sure?
Denver Shira
Denver Cabe Yes No
Denver Chan
Denver Sauvigrmorn TOU TS U VZT
Denver Bordeaux 10.0.045 115 vZc
Denver Gamay 10.0.0.46 25 wlc "
[ Deardalina ANnnNnnaAd=z a7 Ps N
< >
Add Change._ Delete.. Shift Up ‘ Shi Down ‘
0K ‘ Cancel ‘
Note: Deleting a device from monitoring will not delete the previously collected graph data. You can

add the device back to monitoring and it will continue to use the same data file for graph data
storage.

Note:

Any Device prevented from being re-discovered when the Quick Config Wizard runs can be
added back again by removing the device from being ignored in the SwMonlgnore.cfg file or by
adding the device to be monitored again in the SwitchMonitor.cfg file. These files can be found in
C:\Program Files (x86)\Integrated Research\Path Insight. Save the file after any modification.
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Configuring Output

Select the "Output” tab. You should see the Integrated Research’ Prognosis Path Insight Configuration
Tool output configuration window:

%% Configuration Tool — >
Financials ] Syslog ] TFTP ] Alerts ] Maps ]
License Devices Output I Email l Polling ] Issues l Thresholds l Favorites l WAN l

Webserver Options

Web Page Reload: 33 seconds
ViewWeb

[ Enable web authentication | Page

[+ Unlock Web Configuration

Records to list on the Top-10 tab: 103:

Built-in Web server port number. 8084—=

OK | Cancel

Webserver Options

The web browser should automatically refresh the web page and reload. It is advised to use the default
of 0 (zero) in the Web Page Reload field. If you do not want the web pages to reload automatically, use a
number like 300 seconds (5 minutes) or adjust as needed.

You can quickly view the web page by clicking on “View Web Page”.
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Creating Accounts with Password Security

If you want to employ account security so passwords are required to view the web pages, check the box
"Enable web authentication" and click on the button "Edit Account List" to create accounts. You should
see the "Account List" dialog:

L2 Configuration Tool - *

Financials l Syslog l TFTP l Alerts l Maps l
License Devices Output l Email ] Palling ] Issues ] Thresholds ] Favorites ] WAN ]
Webserver Options
Web Page Reload: UE': seconds

View Web
[w Enable web authentication Edit Account List... Page
[+ Unlock Web Configuration
Records to list on the Top-10tab: WEl:
Built-in Web server port number: 8084—=
OK Cancel Apply
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EE Configuration Too - >
Financials | Syslog | TFTP | Alerts | Maps
License Devices Output | Email | Polling | Issues | Thresholds | Favorites | WAN

—Webserver Options
Web Page Reload: Account lict
I_ \ccount list X View Web
[+ Enable web authentici Account Marmes Page
[v Unlock Web Configur Addd Accounts..
Records to list on the Top Add account x
Built-in Web server portn Account: IJDhn J
Fassword: I"‘“‘ J
Confirm: I“"""i
Ok I Cancel |
Ok | Cancel |
OK Cancel Apply

From this dialog, you can add accounts by clicking on the "Add Accounts" button, change account names
and passwords, or delete accounts.

-
Account list ﬁ

Account Mames
Wladinmir

Tirmn

Sally

Andy

b arp Change Account... |
Delete Account |

-

Qk Cancel
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Web Configuration

If the web configuration is locked, and you want to unlock it, check the box “Unlock Web Configuration”

¥ Configuration Tool — X
55 g

Financials l Syslog l TFTP l Alerts l Maps l
License Devices Output l Email ] Palling ] Issues ] Thresholds ] Favorites ] WAN ]

Webserver Options

Web Page Reload: UE': seconds ViewWeb
iew We

[ Enable web authentication | Page

[+ Unlock Web Configuration

Records to list on the Top-10tab: WEl:

Built-in Web server port number: 8084—=

OK | Cancel Apply

Alternatively, if you want to “Lock” the Web Configuration to remove the “favorite” and “ignore” feature
shown in your Prognosis Path Insight pages, click on the “Lock Config” link shown below.

Poll frequency:
Prognosis Path Insight Last poll: 8

Network health:

Device << >> ® Healthy Suppressed @ Issue 7 Comm fail Lock Config

08l Services

Device Device Manage of Oper Oper|Admin

Name IP Address Device 1234567 It Up Down Down Location Contact
@ Muscat 10.100.36.51 Teinet S5H Web HTTPS| 8 & 48| 3| 45 o Santa Clara, CA Tim Titus
Interface r

peak  Peak Daily
; ¥ Utilization Port Status

Interface P ignore  ETTOT Interface MAC  VLAN -

Number Favorite Address Description Int Rate Tx Rx Speed Duplex® Addresses 1D Admin Oper
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Records to list on the Top-10 tab

The number of interfaces displayed on the Top-10 tab can be adjusted by increasing or decreasing the
Top-10 Value.

Built-in Web Server Port Number

If you are using the integrated Web server to serve pages, you can specify the port that the program
should use. You should choose a port that is unused on your system or the service may not be able to
use that port.

If you select a port and then apply the changes by clicking on "Apply" or "OK", and the server does not
respond on that port, check the application event log to determine if there may be a port conflict.

L2 Configuration Tool — x
Financials l Syslog l TFTP l Alerts l Maps l
License Devices Output l Email ] Palling ] Issues ] Thresholds ] Favorites ] WAN ]

Webserver Options

Web Page Reload: UE': seconds ViewWeb
iew We

[ Enable web authentication | Page

Records to liston the Top-10tab: | 1D£|

Built-in Web server port number; 3334£|

OK | Cancel Apply
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Configuring Email
Select the "Email" tab. You should see the Configuration Tool email configuration window:

%% Configuration Tool — >
Financials ] Syslog ] TFTP ] Alerts ] Maps ]
License l Devices l Output Email I Polling ] Issues l Thresholds l Favorites l WAMN l
Mail Server IP Address: |'ID.D.D.‘ID Port: |25

(or DNS name)
Example: mail.company.com

[+ Send daily network "Weather Report”

The 'Weather Report' can help you keep track of your network health on a daily basis.

Send to: |supportusa@ir.com Test

Example: jdoe@hotmail com, ibi@acl com

Send from: |Reports@IFi.com

Example: noc@company.com

This report can be customized to include specific information, or

Edit Report
simply provide an overview of general health. e |

Send Report Now |

0K | Cancel Apply

This dialog allows you to change information relating to the network "Weather Report".
If you want to receive a daily network Weather Report, check the Send Daily Network Weather Report
box.

You must enter an Internet SMTP email address that the report should be sent from and an Internet
SMTP email address that the report should be sent to.

If you want reports to be sent to multiple users on the network, enter the user names here separated by a
semicolon, comma, or space.

You must also enter your SMTP relay server IP address. This address can be your SMTP mail Internet
gateway server's IP address (depending on your mail server configuration). If you are uncertain, check
with your email server administrator. Appendix C contains additional information on SMTP relay server

configuration. Click "Test" to send a test email to all users listed.

If you want to modify the network Weather Report, click "Edit Report”. You will be able to modify the
default report to include your company logo, custom information, or shrink the email to display only the
information you are interested in.

Note: The report uses MIME encoding to allow email readers to respect the content as HTML formatted
content. If you need assistance with modifying this report, and do not understand MIME
encoding, refer to the IETF's RFC1521 (www.ietf.org) or contact Integrated Research technical
support for assistance.
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Configuring Polling Behavior
Use the Configuration Tool and Select the "Polling” tab. You should see the polling configuration window:

%% Configuration Tool — >
Financials ] Syslog ] TFTP ] Alerts ] Maps ]
License Devices l Output l Email Polling ‘ Issues l Thresholds l Favorites l WAMN l

Polling Frequency
Poll devices every 33 hours 53: minutes DE seconds

MNote:  If polling frequency is changed., daily graphs will be cleared.

Polling Options

Declare a poll as failed if it does notreceive a response within 59993: milliseconds
Poll device retries 33:

Use m threads for polling information from interfaces

Update ARP/Bridge/Route information automatically every 0 3: minutes

OK | Cancel

Integrated Research’ Prognosis Path Insight is very 'network friendly', and makes every attempt to
prevent flooding the network with requests. One minimum sized SNMP packet is sent per interface.

Configuring the Polling Frequency
You will want to select how often the program should poll each interface.

The default is 5 minutes. Less frequent polls will decrease the traffic on your network; however it will not
provide you with as granular information on utilization and error rates.

Note: If you change the polling frequency, all historical utilization information (daily, weekly, monthly,
and yearly graphs) will be erased when you click “OK”, or “Apply”.

Note: Itis very important to make sure you do not poll your devices too often, as this can add to
network overhead. In general, you should poll your interfaces every 5 minutes.

Polling Options

Integrated Research’ Prognosis Path Insight will need to know how long to wait for a response before
declaring an individual poll as failed. The default is 3000ms (3 seconds). If you have a network that has
extremely high latencies you may choose to increase this number. If you want Integrated Research’
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Prognosis Path Insight to declare a device as failed if it does not respond within a smaller response
window you can adjust this number down.

The following objects can be included in the report:

%%

%DATE%

%TIME%
%URL-HOME%
%URL-GRAPHICS%
%ISSUES%
%ISSUES*%
%STATUS-ERR%
%STATUS-UTIL%
%STATUS-RESULT%
%STATUS-COLOR%
%IFSTATUS-GOOD%
%IFSTATUS-DEGRADED%
%TOPCOUNT%
%TOPERRORS%
%TOPERRORS*%

%URL-TOPERRORS%
%TOPTRANSMITTERS%

%TOPTRANSMITTERS*%

%URL-TOPTRANSMITTERS%

%TOPRECEIVERS%

%TOPRECEIVERS*%

%URL-TOPRECEIVERS%
%TOPLATENCY%

%TOPLATENCY*%

%URL-TOPLATENCY%

%TOPJITTER%
%TOPJITTER*%

%URL-TOPJITTER%

%TOPLOSS%
%TOPLOSS*%

%URL-TOPLOSS%

%TOPTALKERS%

This will output a single "%" sign

Current date

Current time

URL to the System Monitor home page

URL pointer to the graphics directory (this can be re-directed to
an Internet location)

Text table showing the interfaces that are currently over the
utilization rate or over the error rate

HTML table showing the interfaces that are currently over the
utilization rate or over the error rate

Error rate threshold

Utilization rate threshold

Current status: Good or Degraded

HTML color green if the status is Good, or the HTML color red if
the status is degraded

If the current status is '‘Good', then the text following will be
parsed and displayed up until %ENDIF%

If the current status is 'Degraded’, then the text following will be
parsed and displayed up until %ENDIF%

Number of interfaces that are configured to be displayed in the
Top X' lists (Top 10 Errors, etc.)

Text table showing the interfaces that have the highest error
rates

HTML table showing the interfaces that have the highest error
rates

URL pointer to the current top errors web page

Text table showing the top 10 interfaces with the most data
transmitted by utilization percentage

HTML TABLE showing the top 10 interfaces with the most data
transmitted by utilization percentage

URL pointer to the current top transmitters web page

Top 10 Interfaces with Highest Daily Received Rates Sorted by
Utilization

HTML table showing Top 10 Interfaces with Highest Daily
Received Rates Sorted by Utilization

URL pointer to the current top receivers web page

Top 10 Devices with the Highest Daily Latency Sorted by
Latency

HTML table showing Top 10 Devices with the Highest Daily
Latency Sorted by Latency

URL pointer to the current top 10 Devices with the Highest Daily
Latency

Top 10 Devices with the Highest Daily Jitter Sorted by Jitter
HTML table showing Top 10 Devices with the Highest Daily Jitter
Sorted by Jitter

URL pointer to the current top 10 Devices with the Highest Daily
Jitter

Top 10 Devices with the Highest Daily Loss Sorted by Loss
HTML table showing Top 10 Devices with the Highest Daily Loss
Sorted by Loss

URL pointer to the current top 10 Devices with the Highest Daily
Loss

Text table showing the interfaces that have the highest
transmission rates by kilobit
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%TOPTALKERS*%

%URL-TOPTALKERS%

%TOPLISTENERS%

%TOPLISTENERS*%

%URL-TOPLISTENERS%
%ADMINDOWN%

%ADMINDOWN*%
%ADMINDOWN#%
%URL-ADMINDOWN%
%OPERDOWN%
%OPERDOWN*%

%OPERDOWN#%
%URL-OPERDOWN%

HTML table showing the interfaces that have the highest
transmission rates by kilobits
URL pointer to the current top talkers web page

Text table showing the interfaces that have the highest reception
rates

HTML table showing the interfaces that have the highest
reception rates

URL pointer to the current top listeners web page

Text table showing the interfaces that are currently
administratively shut down

HTML table showing the interfaces that are currently
administratively shut down

Total number of administratively shut down interfaces

URL pointer to the current admin down web page

Text table showing the interfaces that are currently operationally
shut down

HTML table showing the interfaces that are currently
operationally shut down

Total number of operationally shut down interfaces

URL pointer to the current oper down web page

Note:

Do NOT put a period "." on its own line anywhere in this file.
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Issues Tab

This issue types that are displayed on the WebUI Issues Tab can be modified by checking the
appropriate boxes below.

%% Configuration Tool — >
Financials ] Syslog ] TFTP ] Alerts ] Maps ]
License l Devices l Output Email l Polling Issues I Thresholds l Favorites l WAN l

[+ Ignore error and utilization calculations on VLAN interfaces
[ Ignore Unknown Protocol Errors on interfaces

[ Do notreportincorrect subnet masks on issues tab

[ Do notreport down devices on issues tab

[ Do notreport ARP cache entries that disagree on issues tab

[ Do notreport missing default routes on devices on issues tab

OK | Cancel

VLAN Interfaces

For some switch manufacturers, VLAN interfaces report anomalous errors. If you do not want the error
rate of VLAN interfaces calculated, check the “Ignore error calculations on VLAN interfaces” box. The
VLAN interface will still be listed, but it will not become an “issue” listed under the “Issues” tab.

Ignoring Unknown Protocol Errors

Devices will increment the “Inbound Unknown Protocols” error counters on interfaces if strange protocols
are received. This is typically when network adapters receive IPX, AppleTalk, or Cisco Discovery
Protocol (CDP) broadcasts from devices. These packets can be perceived as errors since they may be
unwanted protocols on the network, or the network administrator may view these as valid packets that
were successfully delivered although are of no use to the recipient device. Check this box if you do not
want to regard Inbound Unknown Protocols as errors.

Page 150



Integrated Research Prognosis Path Insight

Configuring Thresholds
Select the "Thresholds" tab. You should see the Prognosis Path Insight Configuration Tool thresholds
configuration window:

%% Configuration Tool - et
Financials ] Syslog ] TFTP ] Alerts ] Maps ]
License Devices ] Output Email ] Palling l Issues Thresholds ‘ Favorites ] WAN ]

Threshold Levels
Path Insight tracks utilization and error rates for each monitored interface on your network.

To help you quickly determine if your network is healthy, you can setthe thresholds for error rates and
utilization.

An interface will be flagged with a red indicator if it exceeds either of the below threshold levels:

An error rate greater than EE percent

-or-

A peak utilization rate greater than BDE percent

0K | Cancel

If an interface has an error rate higher than 5%, network status will be changed to 'Degraded'.

If an interface has a peak utilization rate (transmitted or received) over 90%, network status will be
changed to ‘Degraded'.

These numbers can be adjusted to suit your specific network environment, and your tolerance for errors.

When you are finished making changes, click "OK" to apply changes and exit the configuration tool.
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Configuring Favorites
Specific interfaces can be grouped together for viewing in the Favorites tab in Prognosis Path Insight.

Use the Favorites tab below and click on the “Add” button to add the IP Address and Interface Number.
You can also “Change” or “Delete” any interface in this list as needed. Use the Shift or Shift Down
Button to sort the list in the order you would like to view them.

5%
Financials ] Syslog ] TFTP ] Alerts Maps ]
License Devices ] Output ] Email ] Palling ] Issues ] Thresholds Favarites } WAN ]
IP address | Int# |
Add favorite interface X

IP address: |1 0.0.0.2 {SantaClara)

il 1

Interface number:

QK | Cancel |

Add.. ‘ ‘

0K ‘ Cancel ‘
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Configuring WAN

Interfaces

The WAN tab can include any interface desired.

Use the WAN tab below and click on the “Add” button to add the IP Address and Interface Number. You
can also include the Provider, Circuit ID, Support Phone, Monthly Cost, Expiration Date any Notes about
a device to display on your WAN page.

Any interface on this page can be “Changed” or “Deleted” as needed. Use the Shift or Shift Down

Button to sort the list in the order you would like to view them.

%

Financials ] Syslog ] TFTP ] Alerts ] Maps
License l Devices l Output l Email l Polling ] Issues l Thresholds l Favorites WAM
IP address | Int# | P Add WAN interface X s

IF address: |1D.D.D.1 (Syrah) ﬂ
Interface number: |4 :I
Provider |CenturyLink

Cireuit ID: 777

Support phone: |8??-?4B-????

Monthly cost {1000.00]

Expiration date:

Miotes:

D ogedpen17?

Cancel

Add.. |

|

OK

Cancel
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Polling Threads

Integrated Research’ Prognosis Path Insight uses 20 threads for polling devices for SNMP information. If
you have a faster computer, you may choose to increase this number. If you have a slower computer,
and Integrated Research’ Prognosis Path Insight is utilizing 100% of the system’s CPU during a polling
cycle, you may get better performance by reducing this number. This will cause less thread overhead in
the system.

%% Configuration Tool — >
Financials ] Syslog ] TFTP ] Alerts ] Maps ]
License Devices l Output l Email Polling ‘ Issues l Thresholds l Favorites l WAMN l

Polling Frequency

Poll devices every 33 hours 53: minutes DE seconds

MNote:  If polling frequency is changed., daily graphs will be cleared.

Polling Options

Declare a poll as failed if it does notreceive a response within 59993: milliseconds
Poll device retries 33:

Use m threads for polling information from interfaces

Update ARP/Bridge/Route information automatically every 0 3: minutes

OK | Cancel

Polling Type
The daily polling information is summarized to the History graph.

The mechanism used for summarization can be configured to maintain the average utilization during the
period or the peak values during the period.

Typically, knowing how often an interface reached peak utilization is more valuable than averaging, as the
average utilization information loses its granularity through the averaging process.

Note: If you change the polling frequency, all historical utilization information (daily, historical graphs)
will be erased when you click “OK”, or “Apply”.
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Financials
You can add in financial information on the Financials Tab in the Config Tool if you wish to track this in
the WebUI.

EE Configuration Too - >
License | Devices | Output | Email | Polling | Issues | Thresholds | Favorites | WAN
Financials | Syslog | TFTP | Alerts | Maps

IP addressl Install datel ProcurementCostl Amortizationl Support Cost |

Add Financials record *
IP address: [10.0.0.1 (Syrah) |
Install date: j
Frocurement cost: IEEIDIJ.EID

Armortization bonths: |48

Annual support cost: I5EID.DE||

QK I Cancel

Add... Change... Delete... shitUp | shitDown |

OK | Cancel | Apply
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Enabling the Syslog Server
The system has a built-in syslog server to receive and organize syslog messages received from network

devices:
5%
License l Devices Output Email l Polling ] Issues l Thresholds l Favorites WAN l
Financials Syslog TFTP ] Alerts Maps
[+ Enable Syslog server
IP address | Facilir— E—
Add syslog alert X

Add...

Email address: |Suppur‘c.usa@ir.com

IPaddress:  {10.0.0.20 (Chardonnay)
Facility: i -
Sewverity: Ay -

Search string: |hit

Test sting: Ihif

Test result: |Matc:h found

x|

Cancel

oK

Cancel

Apply

To enable the syslog server, check the box “Enable Syslog Server”.

Syslog messages will be captured and be visible from the web pages. Click on the “Syslog” link to the
right of “Telnet” and “Web” to view the received syslog messages from each device.

Note:

You will have to configure each of your network devices to send their syslog messages to the
Integrated Research’ Prognosis Path Insight server.
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You can add alerting for syslog messages by clicking on the “Add” button. You should see the following
dialog:

Add syslog alert *

Email address: |SUppDr1.usa@ir.com

IPaddress:  [10.0.0.20 (Chardonnay) |
Facility: 1 =

Sewverity: Ay -

Search string: |hit

Test string: hif

Testresult: |Match found

(0]:4 | Cancel

If you enter the search string with a regular expression, you can then enter a test string and see if it
matches.

Enter the email address that should receive the alert, the IP address where the syslog message should
come from, the facility number (or “Any” if it could be any facility number) the Severity number (or “Any”),
The Search String, The Test String, to view the Test Result.

The Syslog matching capability is ECMAScript compatible.
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Facility Levels

A facility level is used to specify what type of program is logging the message. This lets the configuration
file specify that messages from different facilities will be handled differently.[4] The list of facilities

available: (defined by RFC 3164)

Facility Number Keyword Facility Description

0 kern kernel messages

1 user user-level messages

2 mail mail system

3 daemon system daemons

4 auth security/authorization messages
5 syslog  messages generated internally by syslogd
6 Ipr line printer subsystem

7 news network news subsystem

8 uucp UUCP subsystem

9 clock daemon

10 authpriv  security/authorization messages
11 ftp FTP daemon

12 - NTP subsystem

13 - log audit

14 - log alert

15 cron clock daemon

16 local0 local use 0 (local0)

17 locall local use 1 (locall)

18 local2 local use 2 (local2)

19 local3 local use 3 (local3)

20 locald local use 4 (local4)

21 local5 local use 5 (local5)

22 local6 local use 6 (local6)

23 local7 local use 7 (local7)

The mapping between Facility Number and Keyword is not uniform over different operating systems and
different syslog implementations. For cron either 9 or 15 or both may be used. The confusion is even
greater regarding auth/authpriv. 4 and 10 are most common but 13 and 14 may also be used.
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Severity Levels
RFC 5424 defines eight severity levels:

Code Severity Keyword Description

emerg System is

0 Emergency (panic) unusable.

Action must be

1 Alert alert taken
immediately.

2 Critical crit Cr|t|c.a.l
conditions.

3 Error err (error) Error conditions.

warning  Warning

4 Warning (warn) conditions.
Normal but

5 Notice notice significant
condition.

6 Informational info Informational
messages.

7 Debug debug Debug-level
messages.

General Description

A "panic" condition usually affecting multiple
apps/servers/sites. At this level it would usually notify
all tech staff on call.

Should be corrected immediately, therefore notify staff
who can fix the problem. An example would be the
loss of a primary ISP connection.

Should be corrected immediately, but indicates failure
in a secondary system, an example is a loss of a
backup ISP connection.

Non-urgent failures, these should be relayed to
developers or admins; each item must be resolved
within a given time.

Warning messages, not an error, but indication that
an error will occur if action is not taken, e.g. file
system 85% full - each item must be resolved within a
given time.

Events that are unusual but not error conditions -

might be summarized in an email to developers or
admins to spot potential problems - no immediate
action required.

Normal operational messages - may be harvested for
reporting, measuring throughput, etc. - no action
required.

Info useful to developers for debugging the
application, not useful during operations.
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ECMAScript regular expressions pattern syntax

The following syntax is used to construct regex objects (or assign) that have selected ECMAScript as its
grammar.

A regular expression pattern is formed by a sequence of characters.

Regular expression operations look sequentially for matches between the characters of the pattern and
the characters in the target sequence: In principle, each character in the pattern is matched against the
corresponding character in the target sequence, one by one. But the regex syntax allows for special
characters and expressions in the pattern.

Special pattern characters

Special pattern characters are characters (or sequences of characters) that have a special meaning when
they appear in a regular expression pattern, either to represent a character that is difficult to express in a
string, or to represent a category of characters. Each of these special pattern characters is matched in the
target sequence against a single character (unless a quantifier specifies otherwise).

|characters|| description || matches |
|- ”not newline "any character except line terminators (LF, CR, LS, PS). |
|\t ”tab (HT) "a horizontal tab character (same as \u0009). |
|\n ”newline (LF) "a newline (line feed) character (same as \UOOOA). |
|\V ”vertical tab (VT) "a vertical tab character (same as \uOOOB). |
|\f ”form feed (FF) "a form feed character (same as \u00OC). |
\r Egg)iage return a carriage return character (same as \uO0Q0D).
a control code character whose code unit value is the same as the

\cletter control code remainder of dividing the code unit value of letter by 32.

For example: \ca is the same as \u0001, \cb the same as \u0002,
and so on...

a character whose code unit value has an hex value equivalent to
\Xxhh ASCII character [[the two hex digits hh.
For example: \Xx4c is the same as L, or \x23 the same as #.

a character whose code unit value has an hex value equivalent to

\uhhhh unicode character the four hex digits hhhh.

\O ”null "a null character (same as \u0000).
the result of the submatch whose opening parenthesis is the int-th

\int backreference (int shall begin by a digit other than 0). See groups below for more
info.

|\d ||digit ”a decimal digit character (same as [[:digit:]]). |

- any character that is not a decimal digit character (same as

\D not digit [~L:digit:1]).

|\S ”whitespaCe "a whitespace character (same as [[:space:]1]). |

\S t whit any character that is not a whitespace character (same as

not whitespace [~[:space:1]).

|\W ||word "an alphanumeric or underscore character (same as |'_[:alnum:]]).|
any character that is not an alphanumeric or underscore character

\W not word

(same as [ _[:alnum:]]D).

the character character as it is, without interpreting its special
\character |[character meaning within a regex expression.
Any character can be escaped except those which form any of the
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special character sequences above.

Neededfor: » $\ . *+ 2?2 (D) [1{}I

|[c|ass] ”character class ”the target character is part of the class (see character classes below)l
[~class] negated the target character is not part of the class (see character classes
character class below)

Notice that, in C++, character and string literals also escape characters using the backslash character (\),
and this affects the syntax for constructing regular expressions from such types. For example:

std::regex el ("\\d"); // regular expression: \d -> matches a digit
character

std::regex e2 ("\\\\"); // regular expression: \\ -> matches a single
backslash (\) character

Quantifiers
Quantifiers follow a character or a special pattern character. They can modify the amount of times that
character is repeated in the match:

|characters|| times ” effects |
|* "0 or more ”The preceding atom is matched O or more times. |
|+ "1 or more ”The preceding atom is matched 1 or more times. |
|? "0 orl ”The preceding atom is optional (matched either O times or once). |
|{int} ”int ”The preceding atom is matched exactly int times. |
|{int,} ”int or more ”The preceding atom is matched int or more times. |

between min and The preceding atom is matched at least min times, but not more
max than max.

By default, all these quantifiers are greedy (i.e., they take as many characters that meet the condition as
possible). This behavior can be overridden to ungreedy (i.e., take as few characters that meet the
condition as possible) by adding a question mark (?) after the quantifier.

For example:

Matching "(a+).*" against "aardvark" succeeds and yields aa as the first sub match.

While matching "(a+?).*" against "aardvark” also succeeds, but yields a as the first sub match.

{min, max}

Groups
Groups allow applying quantifiers to a sequence of characters (instead of a single character). There are
two kinds of groups:

| characters || description || effects

|
|(subpattern) ”Group ||Creates a backreference. |
|

|(?:subpattern)||Passive group”Does not create a backreference

When a group creates a backreference, the characters that represent the subpattern in the target
sequence are stored as a submatch. Each submatch is numbered after the order of appearance of their
opening parenthesis (the first submatch is number 1; the second is number 2, and so on...).

These submatches can be used in the regular expression itself to specify that the entire subpattern
should appear again somewhere else (see \int in the special characters list). They can also be used in
the replacement string or retrieved in the match_results object filled by some regex operations.
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Assertions

Assertions are conditions that do not consume characters in the target sequence: they do not describe a
character, but a condition that must be fulfilled before or after a character.

| characters || description || condition for match
A Beginning of line Elthe.r it is the beginning of the target sequence, or follows a line
terminator.
. Either it is the end of the target sequence, or precedes a line
$ End of line 9 q P
terminator.
The previous character is a word character and the next is a
\b non-word char_act_er (or vice-versa).
Word boundary Note: The beginning and the end of the target sequence are
considered here as non-word characters.
The previous and next characters are both word characters or
Not a word both are non-word characters.
\B S
boundary Note: The beginning and the end of the target sequence are
considered here as non-word characters.
(?=subpattern) Positive The characters following the assertion must match subpattern,
lookahead but no characters are consumed.
(?1subpattern) Negative The characters following the assertion must not match
lookahead subpattern, but no characters are consumed.

Alternatives

A pattern can include different alternatives:

|character||description”

effects |

[ ||separator ||separates two alternative patterns or subpatterns. |

A regular expression can contain multiple alternative patterns simply by separating them with the
separator operator (|): The regular expression will match if any of the alternatives match, and as soon as

one does.

Subpatterns (in groups or assertions) can also use the separator operator to separate different

alternatives.
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Character classes

A character class defines a category of characters. It is introduced by enclosing its descriptors in square
brackets ([ and ]).

The regex object attempts to match the entire character class against a single character in the target
sequence (unless a quantifier specifies otherwise).

The character class can contain any combination of:

e Individual characters: Any character specified is considered part of the class (except\, [, ] and -,
which have a special meaning under some circumstances, and may need to be escaped to be
part of the class).

For example:
[abc] matches a, b or c.
[*xyz] matches any character except x, y and z.

¢ Ranges: They can be specified by using the hyphen character (-) between two valid characters.
For example:

[a-z] matches any lowercase letter (a, b, ¢ ... until z).
[abc1-5] matches either a, b or c, or a digit between 1 and 5.

o POSIX-like classes: A whole set of predefined classes can be added to a custom character

class. There are three kinds:

| class ” description || notes
character Uses the regex traits' isctype member with the appropriate
[ :classname:] class type gotten from applying lookup_classname member on
classname for the match.
[ -classname. ] collating Uses the regex traits' lookup_collatename to interpret
sequence classname.
Uses the regex traits' transform_primary of the result of
— _1/|character 2T
[=classname=] - regex_traits: :lookup_collatename for classname to check for
equivalents matches

e The choice of available classes depends on the regex traits type and on its selected locale. But
at least the following character classes shall be recognized by any regex traits type and locale:

class description equivalent (with regex_traits, default
locale)

[[zalnum:] |lalpha-numerical character |lisalnum |
[[-alpha:] |lalphabetic character |lisalpha |
[[:blank:] [[blank character [[isblank |
|[ZCHtI’| ol | ||c0ntro| character "w |
|[:digit:] "decimal digit character "w |
Lzgraph:] | aton Israph

[[:Mower:] [{lowercase letter [[islower |
|[:print:] ||printab|e character "M |
|[:punct:] ||punctuati0n mark character "ispunct |
|[:Space:] ||whitespace character ”isspace |
|[:upper:] ||uppercase letter "isupper |
[[:xdigit:]|[hexadecimal digit character [[isxdigit |
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|[:d o | ||decima| digit character ||@gﬂ |
|[:W:] ||word character "w |
|[:S:] ||Whitespace character "w |

o Please note that the brackets in the class names are additional to those opening and closing the

class definition.

For example:

[[:alpha:]] is a character class that matches any alphanumeric character.
[abc[:digit:]] is a character class that matches a, b, c, or a digit.

["[:space:]] is a character class that matches any character except a whitespace.

e Escape characters: All escape characters described above can also be used within a character
class specification. The only change is with \b, that here is interpreted as a backspace character
(\u0008) instead of a word boundary.

Notice that within a class definition, those characters that have a special meaning in the regular
expression (such as *, ., $) don't have such a meaning and are interpreted as normal characters
(so they do not need to be escaped). Instead, within a class definition, the hyphen (-) and the
brackets ([ and ]) do have a special meaning under some circumstances, in which case they
should be escaped with a backslash (\) to be interpreted as normal characters.

Character classes’ support depends heavily on the regex traits used by the regex object: the regex
object calls its traits's isctype member function with the appropriate arguments. For the standard
regex_traits object using the default locale, see cctype for a classification of characters.
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Enabling the TFTP Server
The system can receive TFTP files from network devices via the built-in TFTP server:

L= Configuration Tool — X
License ] Devices ] Qutput ] Email Polling Issues ] Thresholds ] Favorites ] WAN ]
Financials ] Syslog TFTP } Alerts ] Maps ]

[wv Enable TFTP server
TFETP Directory: |C:‘LF‘rogram Files (xB6\IR\Path Insight, TFTP Browse

0K | Cancel Apply

You can enter a different directory where the TFTP files are saved/retrieved from if desired.
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Enabling Alerting
The system can generate alerts if interfaces change status or exceed set levels of utilization or errors:

L= Configuration Toc - et
License | Aqd alert x || wan |
Fina laps
Email address: supportusai@ir.com
IP addres |
Description: |CDmm Fail
IP address:
el TR (@ Device Communications Failure
(" Cisco CPU Utilization |80 El %
(" Ciscofree RAM 40596 bytes
" MOSscore |34 3
" Any Interface
" Interface Mumber |0
(" Interface Type |Dther J |D
[ g0 El percent utilized

[ g0 El percent utilized
[ 1 El percent packet loss

Status Change: |N0ne J

Add'_" (8]:4 | Cancel |

0K ‘ Cancel ‘ Apply

You can add alerting for interfaces by clicking on the “Add” button.
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You should see the following dialog:

[ Add alert -

Email address: ||

D escription; |
IP address: |,e.'n_.r. j
Alert Type: " Device Communications Failure

Cisco CPU Utilization |20 El i

~
(" CiscofiesR&M 4035 bptes
7 MOS5 zcore Iﬂ
~
-~
~

Arw Interface
0

Interface Type |Dther J ||:|
r lm percent utilized
Im percent utilized
[ l_l percent packet loss

Status Change: | Miamne J

=

Cancel

Enter the email address that should receive the alert, the IP address of the device and the interface
number. Alternately, you can select Interface Type and choose the interface type from the drop-down or
select “other” to enter additional interface types.

Enter Comm Fail if you want to receive an alert if the device cannot be communicated with or “Any if you
want to receive the alert if any interface on the device exceeds the threshold.

You should check the box for Utilization, Error percentage, or Status change if you want these variables
to trigger an alert or not.
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POE Alerting

If you want to know if any PoE enabled device is connected or disconnected from your network select the
“Status Change” PoE change option from the drop-down box. You can track when and where VolP

phones are moved, rogue access points are connected to the network, or when VolP phones are
disconnected from the network to help track phone theft.

53
License |add alert ] WAN ]
Fina laps

Email address: supportusai@ir.com

IP addres |
Description: |PDE|
IP address: |WAN Lah ﬂ
Alent Type:

[v Tx | Milization:

[v P Utilization:

Status Change:
Add...

[v Error percentage:

(" Device Communications Failure

(" Cisco CPU Utilization |80 El %
(" Ciscofree RAM 40596 bytes
" MOSscore |34 3

& Amy Interface

" Interface Number |0

(" Interface Type |Dther J |D
Im percent utilized
Im percent utilized
m percent packet loss

|PDE change ﬂ

(8]:4 | Cancel

0K ‘ Cancel

Apply
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Group Alerting

The new group alerting allows you to set up an alert for devices in a group. For example, if you want to
know when any devices in the “Edge Network” group have an interface with high utilization. Just choose
the group in the drop-down box.

i3
License | Add alert I WAN ]
Fina laps
Email address: supportusa@ir.com
IP addres |
Description: |Edge Metwork
IP address: (10007 (Syrah) |
Alert Type: i Dewvice Communications Failure
(" Cisco CPU Utilization |50 EI 2
( Ciscofree RAKM 4096 bytes
i MOSscare |34 EI
i® Any Interface
(" Interface Number |0
(" Interface Type |Dther J ||:|
[ Tx Utilization: an E| percent utilized
[ B Ltilization: an E| percent utilized
| Errorpercentage: 10 E| percent packetloss
Status Change: Operational change
b (0]:4 | Cancel

OK ] Cancel

Apply
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Configuring the Network Map

To create interfaces that display on the network map, use the coordinates displayed in the lower right
corner of the map and enter them in the Configuration Tool to determine the end points for your network
links. To zoom in and out on the map, use the + and — features at the top left of the screen. To pan, use
your curser in the center of the screen to move around.

Audible alerts play when links or devices go down so you can know what's happening immediately and
start to remedy the problem.

Pall frequency:

Prognosis Path Insight Last poll: 3/13
Network health:

Atlantic

Paeifie

Ocean

i
o s
B JePp—

Harizarte

146:456 XY coordinates
r

State is up to date

== s
Prognoses Path Insight Releasze 6 (6465) Perpetual License, licensed for 1000 interfaces
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Open the Configuration Tool and add a Map on the left-hand side. Click on Add, create a Map Name and
then select a Background pic from your Prognosis Path Insight Graphics folder. Multiple Maps can be
created. Then use the right-hand side to enter the interfaces and include the XY coordinates to monitor.

55
License ] Devices ] Qutput ] Email ] Polling l Issues ] Thresholds Favorites WAN
Financials ] Syslog ] TFTP ] Alerts Maps
COﬂﬁi IP address | Type | Int# | Start| End
D
I
Add map X
Map Narne: |Napa
Background: |map1.jpg| J
Ok, | Cancel
I
Add | Edit | Delete| o | - | Add..
0K Cancel Apply

To add an object, click “Add”. You should get the add map line dialog:
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For a link connection between coordinates, choose “Link” and then the IP address of the device and then
enter the interface number that should be updated. Then enter the Line Start X and Y coordinate and the
Line End X and Y coordinate.

Tg% Configuration Too - >
License | Devices | Cutput | Email | Palling | Issues | Thresholds Favorites | WAN |
Financials | Syslog | TFTP | Alerts Maps
Config IP addressl Typel Int#l Startl End
World Mai
Add map line x
IP address: [10.0.0.1 (Syrah) |
Type: @ Link (" Ping
Interface: m
Line start: > |355 W |455
Line end: ¥: |55 v: [658|
Ok I Cancel
Add | Edit | Delete| o[~ Add.. Change.. | | Delete. | Update Map |
OK | Cancel | Apply |
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For a Ping point, choose “Ping” and then enter the Line Start X and Y coordinates. This represents that
the Device can be pinged and will display as a green dot (can ping), a red dot (cannot ping), or a black
dot (device is down).

£= Configuration Too - X
License | Devices | Output | Email | Polling | Issues | Thresholds Favorites | WAN |
Financials | Syslog | TFTP | Alerts Maps
Config IP address | Type | Int# | Start| End
World Ma 100020  Ping 35.
10,002 Ping 25..
Add map line X
IP address: [100.021 (Pinoy |
Type: (" Link (@ Ping
Interface: 1] :
Line start: s |555 A |55?|
Line end: *: IEI " IEI
Ok, | Cancel
Add | Edit |Delete| « |~ Add.. Change.. | Delete. | Update Map | $<mm

OK | Cancel | Apply |

When finished adding Links and Ping Points clilck on the “Update Map” button to view your
results.
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Sending Emailed Reports
Reports can be emailed to users whenever desired or on regular schedules.

To set up a report to be sent, create a text file with a text editor such as Notepad. This file should contain
four fields, separated by at least one <TAB> character:

;Email Address Template File Device Interface
Jdoe@company.com IntMailDetailDaily.txt 192.168.1.1 1
Jjdoe@company.com IntMailSummartyDaily.txt 192.168.6.12 14
Jjdoe@company.com SystemMailDaily.txt / /

The first field is the Email address where the report should be sent.

The second field is the email template file to use to send the report. Templates can be found in the
“MailTemplates” subdirectory.

The third field references a monitored device. This field may or may not be required depending on the
template used. If a system-wide report is used it does not need a specific device to be referenced and a
slash ‘/’" should be used instead.

The fourth field references a specific interface on the specified device. If the report is a system-wide
report or a device report no interface needs to be specified and a slash ‘/’ can be used instead.

Save this file with any filename that ends in “.cfg” in the “ReportSend” subdirectory and the report(s) will
be sent during the next polling period and the file deleted.

Note: It's valuable to save this file in an alternate directory first and then copy it to the “ReportSend”
directory when you want it to be sent.

Note: This process can be automated via the Windows Task manager to schedule reports to be sent on
a regular basis.

Note: All files in the “ReportSend” directory with the extension .cfg will be processed and deleted every
poll period.

Creating Email Report Templates

Existing email report templates are located in the “MailTemplates” directory.

They can be edited with a text editor and copied to create new templates. The format of the templates
includes standard MIME encapsulation headers and definitions for multipart messages (HTML and
embedded graphics).

Integrated Research’ Prognosis Path Insight will pre-process the template and add data elements using
the %ELEMENT% replacement strings.

Available replacement strings are as follows:

%% Prints percent sign

%DATEY% Prints current date

%TIMEY% Prints current time

%COMMENT-START% Starts a comment area that won't be sent in the email
%COMMENT-END% Ends a comment area

%CUSTOMERNUMBER% Prints the licensed customer number
%CUSTOMERLOCATION% Prints the licensed customer location
%LICENSEDINTERFACES% Prints the licensed interface count
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%LICENSEEXPIRATION%
%RESELLERNUMBER%
%INTERFACES%
%VERSION%
%REVISION%
%PRODNUMBER%
%PRODNAME%
%COMPANYNAME%
%EMAILADDRESS%
%LICENSEDAYSLEFT%
%URL-HOME%
%URL-HEALTH%
%URL-GRAPHICS%
%URL-FAVORITES%
%FAVORITES%
%FAVORITES*%
%ISSUES%

%ISSUES*%
%ISSUES#%
%URL-ISSUES%
%STATUS-PERCENT%
%STATUS-ERR%
%STATUS-UTIL%
%STATUS-RESULT%
%STATUS-COLOR%
%IFSTATUS-GOOD%
%IFSTATUS-DEGRADED%
%ENDIF%
%IFDEVICE-CISCO%
%ENDIF-CISCO%
%IFLICENSE-VOIP%
%ENDIF-VOIP%
%TOPCOUNT%
%TOPERRORS%
%TOPERRORS*%
%URL-TOPERRORS%
%TOPTRANSMITTERS%
%TOPTRANSMITTERS*%
%URL-TOPTRANSMITTERS%
%TOPRECEIVERS%
%TOPRECEIVERS*%
%URL-TOPRECEIVERS%
%TOPLATENCY%
%TOPLATENCY*%
%URL-TOPLATENCY%
%TOPJITTER%
%TOPJITTER*%
%URL-TOPJITTER%
%TOPLOSS%
%TOPLOSS*%
%URL-TOPLOSS%
%TOPTALKERS%
%TOPTALKERS*%
%URL-TOPTALKERS%
%TOPLISTENERS%
%TOPLISTENERS*%
%URL-TOPLISTENERS%
%ADMINDOWN%
%ADMINDOWN*%
%ADMINDOWN#%
%URL-ADMINDOWN%
%OPERDOWN%
%OPERDOWN*%
%OPERDOWN#%
%URL-OPERDOWN%
%POLLDELAY%
%SAVESTATSTICKCOUNT%
%SAVESTATSTICKCOUNTAVG%
%POLLTICKCOUNT%

%POLLTICKCOUNTAVG%

%ANALYZETICKCOUNT%

Prints the license expiration

Prints the reseller number

Prints the number of monitored interfaces

Prints the version of the program

Prints the revision of the program

Prints the product license number

Prints the product name

Prints the company name

Prints the email address(es) that this email will be sent to

Prints the number of licensed days remaining

Prints the full URL to the home page

Prints the full URL to the health page

Prints the full URL to the graphics directory

Prints the full URL to the favorites page

Prints a text table of favorite interfaces

Prints an HTML table of favorite interfaces

Prints a text table of current issues

Prints an HTML table of current issues

Prints the current number of issues

Prints the full URL to the issues page

Prints the current health percentage

Prints the configured error threshold level

Prints the configured utilization threshold level

Prints “Good” or “Degraded” depending if there are any issues

Prints “#008000” or “#FF0000” depending if there are any issues

Prints the following if there are no issues

Prints the following if there are issues

Ends a conditional IFSTATUS section

Prints the following if it is a Cisco device

Ends conditional for Cisco device

Prints the following if the system is licensed for VolP

Ends conditional for VVoIP License

Prints the number of interfaces configured for the Top list

Prints a text table of top interfaces with errors

Prints an HTML table of top interfaces with errors

Prints the full URL to the top errors page

Prints a text table of the top interfaces with the most data transmitted by utilization
Prints an HTML table showing the top interfaces with the most data

Prints the full URL to the current top transmitters web page

Prints a text table of the top Interfaces with highest daily received rates

Prints an HTML table showing the top Interfaces with highest daily received

Prints the full URL to the current top receivers web page

Prints a text table of the top devices with the highest daily latency sorted by latency
Prints an HTML table showing top devices with the highest daily latency sorted by latency
Prints the full URL to the current top devices with the highest daily latency

Prints a text table of the top devices with the highest daily jitter sorted by jitter
Prints an HTML table showing top devices with the highest daily jitter sorted by jitter
Prints the full URL to the current top devices with the highest daily jitter

Prints a text table to the top devices with the highest daily loss sorted by loss
Prints an HTML table showing top devices with the highest daily loss sorted by loss
Prints the full URL to the current top devices with the highest daily loss

Prints a text table of top talkers

Prints an HTML table of top talkers

Prints the full URL to the top talkers page

Prints a text table of top listeners

Prints an HTML table of top listeners

Prints the full URL to the top listeners page

Prints a text table of admin down interfaces

Prints an HTML table of admin down interfaces

Prints the number of admin down interfaces

Prints the full URL to the admin down page

Prints a text table of oper down interfaces

Prints an HTML table of oper down interfaces

Prints the number of oper down interfaces

Prints the full URL to the oper down page

Prints the current configured poll delay

Prints the number of ticks (ms) required during the last poll to save statistics to disk
Prints the average number of ticks (ms) required to save statistics to disk

Prints the number of ticks (ms) required during the last poll to collect SNMP information
from all devices

Prints the average number of ticks (ms) required to collect SNMP information from all
devices

Prints the number of ticks (ms) required during the last poll to analyze all data
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%ANALYZETICKCOUNTAVG%
%OUTPUTTICKCOUNT%
%OUTPUTTICKCOUNTAVG%
%POLLHOURS%
%POLLMINUTES%
%POLLSECONDS%
%POLLFAILSECONDS%
%POLLFAILTABLE%
%POLLFAILTABLE*%
%SYSTEM-DAILY-UTIL%
%SYSTEM-DAILY-ERRORS%
%SYSTEM-DAILY-ISSUES%
%SYSTEM-DAILY-INTERFACES%
%SYSTEM-WEEKLY-UTIL%
%SYSTEM-WEEKLY-UTIL%
%SYSTEM-WEEKLY-ISSUES%

%SYSTEM-WEEKLY-INTERFACES%

%SYSTEM-MONTHLY-UTIL%
%SYSTEM-MONTHLY-ERRORS%
%SYSTEM-MONTHLY-ISSUES%

%SYSTEM-MONTHLY-INTERFACES%

%SYSTEM-YEARLY-UTIL%
%SYSTEM-YEARLY-ERRORS%
%SYSTEM-YEARLY-ISSUES%

%SYSTEM-YEARLY-INTERFACES%

%URL-DEVICE%
%DEVICE-NUMBER%
%DEVICE-AGENT%
%DEVICE-GROUP%
%DEVICE-CONTRACT-DATE%
%DEVICE-CONTRACT-ID%
%DEVICE-CONTRACT-PHONE%
%DEVICE-DESCRIPTION%
%DEVICE-INTERFACES%
%DEVICE-ADMINDOWN%
%DEVICE-OPERDOWN%
%DEVICE-INT-DESCRIPTION%
%DEVICE-LOCATION%
%DEVICE-CONTACT%
%DEVICE-NAME%
%DEVICE-SERIALNO%
%DEVICE-CPU%
%DEVICE-RAM%
%DEVICE-DAILY-UTIL%
%DEVICE-DAILY-CPU%
%DEVICE-DAILY-RAM%
%DEVICE-DAILY-LATENCY%
%DEVICE-DAILY-JITTER%
%DEVICE-DAILY-LOSS%
%DEVICE-DAILY-MOS%
%DEVICE-WEEKLY-UTIL%
%DEVICE-WEEKLY-CPU%
%DEVICE-WEEKLY-RAM%
%DEVICE-WEEKLY-LATENCY%
%DEVICE-WEEKLY-JITTER%
%DEVICE-WEEKLY-LOSS%
%DEVICE-WEEKLY-MOS%
%DEVICE-MONTHLY-UTIL%
%DEVICE-MONTHLY-CPU%
%DEVICE-MONTHLY-RAM%
%DEVICE-MONTHLY-LATENCY%
%DEVICE-MONTHLY-JITTER%
%DEVICE-MONTHLY-LOSS%
%DEVICE-MONTHLY-MOS%
%DEVICE-YEARLY-UTIL%
%DEVICE-YEARLY-CPU%
%DEVICE-YEARLY-RAM%
%DEVICE-YEARLY-LATENCY%
%DEVICE-YEARLY-JITTER%
%DEVICE-YEARLY-LOSS%
%DEVICE-YEARLY-MOS%
%URL-INT%

%INT-NUMBER%

Prints the average number of ticks (ms) required to analyze all data

Prints the number of ticks (ms) required during the last poll to write output information
Prints the average number of ticks (ms) required to write output information
Prints the configured poll delay hours

Prints the configured poll delay minutes

Prints the configured poll delay seconds

Prints the number of seconds that the last poll failed by

Prints the text version of the poll fail table

Prints the HTML version of the poll fail table

Prints base64 encoding of the daily aggregate utilization graph

Prints base64 encoding of the daily overall errors graph

Prints base64 encoding of the daily overall issues graph

Prints base64 encoding of the daily interfaces graph

Prints base64 encoding of the weekly aggregate utilization graph

Prints base64 encoding of the weekly overall errors graph

Prints base64 encoding of the weekly overall issues graph

Prints base64 encoding of the weekly interfaces graph

Prints base64 encoding of the monthly aggregate utilization graph

Prints base64 encoding of the monthly overall errors graph

Prints base64 encoding of the monthly overall issues graph

Prints base64 encoding of the monthly interfaces graph

Prints base64 encoding of the yearly aggregate utilization graph

Prints base64 encoding of the yearly overall errors graph

Prints base64 encoding of the yearly overall issues graph

Prints base64 encoding of the yearly interfaces graph

Prints the full URL to the specified device page

Prints the device number

Prints the device agent (IP address)

Prints the configured group for the device

Prints the configured device service contract date

Prints the configured device ID number associated with the service contract
Prints the configured device service contract phone number

Prints the configured device description

Prints the number of interfaces for the device

Prints the number of admin down interfaces on the device

Prints the number of oper down interfaces on the device

Prints the device internal description (sysDescr)

Prints the device configured location (sysLocation)

Prints the device configured contact (sysContact)

Prints the device configured name (sysName)

Prints the device serial number (Cisco 10S only)

Prints the device current CPU utilization graph (Cisco 10S only)

Prints the device current RAM utilization graph (Cisco |0S only)

Prints base64 encoding of the daily device overall utilization graph

Prints base64 encoding of the daily CPU utilization graph (Cisco I0S only)
Prints base64 encoding of the daily RAM utilization graph (Cisco IOS only)
Prints base64 encoding of the daily latency graph (VolP only)

Prints base64 encoding of the daily jitter graph (VolP only)

Prints base64 encoding of the daily loss graph (VolP only)

Prints base64 encoding of the daily MOS graph (VolP only)

Prints base64 encoding of the weekly device overall utilization graph

Prints base64 encoding of the weekly CPU utilization graph (Cisco 10S only)
Prints base64 encoding of the weekly RAM utilization graph (Cisco 10S only)
Prints base64 encoding of the weekly latency graph (VolP only)

Prints base64 encoding of the weekly jitter graph (VolP only)

Prints base64 encoding of the weekly loss graph (VolP only)

Prints base64 encoding of the weekly MOS graph (VolP only)

Prints base64 encoding of the monthly device overall utilization graph
Prints base64 encoding of the monthly CPU utilization graph (Cisco IOS only)
Prints base64 encoding of the monthly RAM utilization graph (Cisco IOS only)
Prints base64 encoding of the monthly latency graph (VolP only)

Prints base64 encoding of the monthly jitter graph (VolP only)

Prints base64 encoding of the monthly loss graph (VolP only)

Prints base64 encoding of the monthly MOS graph (VolP only)

Prints base64 encoding of the yearly device overall utilization graph

Prints base64 encoding of the yearly CPU utilization graph (Cisco 10S only)
Prints base64 encoding of the yearly RAM utilization graph (Cisco I0S only)
Prints base64 encoding of the yearly latency graph (VoIP only)

Prints base64 encoding of the yearly jitter graph (VolP only)

Prints base64 encoding of the yearly loss graph (VolP only)

Prints base64 encoding of the yearly MOS graph (VolP only)

Prints the full URL to the specified interface page

Prints the interface number
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%INT-DESCRIPTION%
%INT-ALIAS%
%INT-NAME%
%INT-DAILYERRORRATE%
%INT-DAILYERRORRATECOLOR%
%INT-DAILYTXRATE%
%INT-DAILYTXRATECOLOR%
%INT-DAILYRXRATE%
%INT-DAILYRXRATECOLOR%
%INT-SPEED%
%INT-DUPLEX%
%INT-ADMINSTATUS%
%INT-OPERSTATUS%
%INT-TXBROADCAST%
%INT-RXBROADCAST%
%INT-ADMINSTATUSLAST%
%INT-OPERSTATUSLAST%
%INT-CURRTXUTIL%
%INT-CURRRXUTIL%
%INT-CURRERRPCT%
%INT-DAILY-BPS%
%INT-DAILY-PCT%
%INT-DAILY-PPCT%
%INT-DAILY-PKTS%
%INT-DAILY-BCSTS%
%INT-DAILY-ERRORS%
%INT-WEEKLY-BPS%
%INT-WEEKLY-PCT%
%INT-WEEKLY-PPCT%
%INT-WEEKLY-PKTS%
%INT-WEEKLY-BCSTS%
%INT-WEEKLY-ERRORS%
%INT-MONTHLY-BPS%
%INT-MONTHLY-PCT%
%INT-MONTHLY-PPCT%
%INT-MONTHLY-PKTS%
%INT-MONTHLY-BCSTS%
%INT-MONTHLY-ERRORS%
%INT-YEARLY-BPS%
%INT-YEARLY-PCT%
%INT-YEARLY-PPCT%
%INT-YEARLY-PKTS%
%INT-YEARLY-BCSTS%
%INT-YEARLY-ERRORS%
%INT-POESTATE%
%INT-POESTATELAST%
%INT-POEMAXDRAW%

Prints the interface description

Prints the interface alias

Prints the interface name

Prints the daily peak error rate

Prints the daily peak error rate color

Prints the peak daily transmit rate

Prints the peak daily transmit rate color

Prints the peak daily receive rate

Prints the peak daily receive rate color

Prints the interface speed of the interface

Prints the interface duplex of the interface

Prints the current admin status of the interface

Prints the current oper status of the interface

Prints the transmit broadcast rate of the interface

Prints the receive broadcast rate of the interface

Prints the last admin status of the interface

Prints the last oper status of the interface

Prints the current (last poll) transmit rate of the interface
Prints the current (last poll) receive rate of the interface
Prints the current (last poll) error rate of the interface

Prints base64 encoding of the daily bits per second graph
Prints base64 encoding of the daily percentage graph

Prints base64 encoding of the daily peak percentage graph
Prints base64 encoding of the daily packets graph

Prints base64 encoding of the daily broadcasts graph

Prints base64 encoding of the daily errors graph

Prints base64 encoding of the weekly bits per second graph
Prints base64 encoding of the weekly percentage graph
Prints base64 encoding of the weekly peak percentage graph
Prints base64 encoding of the weekly packets graph

Prints base64 encoding of the weekly broadcasts graph
Prints base64 encoding of the weekly errors graph

Prints base64 encoding of the monthly bits per second graph
Prints base64 encoding of the monthly percentage graph
Prints base64 encoding of the monthly peak percentage graph
Prints base64 encoding of the monthly packets graph

Prints base64 encoding of the monthly broadcasts graph
Prints base64 encoding of the monthly errors graph

Prints base64 encoding of the yearly bits per second graph
Prints base64 encoding of the yearly percentage graph
Prints base64 encoding of the yearly peak percentage graph
Prints base64 encoding of the yearly packets graph

Prints base64 encoding of the yearly broadcasts graph
Prints base64 encoding of the yearly errors graph

Current POE state

Last PoE state

Maximum power draw of an interface

Page 177



Integrated Research Prognosis Path Insight

Establishing Device Parent-Child Relationships

Parent-child relationships can be established so alerts for subordinate devices are not received when the
parent device is unresponsive.

This can reduce and/or eliminate the large number of device outage alerts that are received when one
device goes down, permitting you to focus your energies on responding to the one device that did fail.

Relationships are established via the ParentList.cfg file. Edit this file with a text editor like Notepad and
enter your devices. Each “Child Device” should have one or more “Parent Device” defined.

-CHILD DEVICE PARENT DEVICE
192.168.1.56 192.168.1.12
192.168.1.12 192.168.1.1
192.168.1.12 192.168.1.2

In the above example, if 192.168.1.12 goes down, the child device 192.168.1.56 will not generate an alert
if it is unreachable.

In the above example, if 192.168.1.1 goes down, the child device 192.168.1.12 will still generate an alert
because another parent is defined as a means of reaching it. If both 192.168.1.1 and 192.168.1.2 are
down, then no alert will be generated for 192.168.1.12.

After saving this file, the service should be stopped and re-started to have it take effect.
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Troubleshooting

There are no devices listed on the web page
The Quick Config Wizard will attempt to locate any devices that are configured to respond to
SNMP. You should check to make sure that SNMP is enabled on your network devices and that
the device will respond to SNMP queries from the Integrated Research’ Prognosis Path Insight
computer.

You can use the PollDevice program to test SNMP communications to/from a network device to
validate that it is responding to queries with your community string.

Nothing happens when the service starts or the service fails to start
Check the Windows Event Application log to see what the problem is. Detailed error descriptions
have been created to help you determine what the program needs to be able to operate correctly.

Integrated Research’ Prognosis Path Insight does not check all of my interfaces
If you have more interfaces on your network than you possess license keys, then Integrated
Research’ Prognosis Path Insight adds a notice at the bottom of all web pages informing you that
there are not enough licenses to monitor all of your interfaces.
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Frequently Asked Questions

| want to customize the Network Weather Report emails that are sent. How do | do this?
If you want to modify the Network Weather Report emails that are sent, modify the
"WeatherMail.txt" file in the directory where you installed the program.

How do you clear out the utilization statistics?
Integrated Research’ Prognosis Path Insight saves statistics in files in the “Data” directory where
you installed the program. Each filename corresponds to a device on your network. You should
stop the Integrated Research’ Prognosis Path Insight Service before deleting files.

How many interfaces can | monitor with Integrated Research’ Prognosis Path Insight?
The collection engine at the core of Integrated Research’ Prognosis Path Insight has been tested
to be able to monitor networks with 50,000 interfaces within a 5-minute polling period. Make sure
you have adequate RAM for the service if you plan on monitoring a lot of interfaces.

Is Integrated Research’ Prognosis Path Insight safe to use on the Internet?
Integrated Research’ Prognosis Path Insight has been tested for buffer overflow errors from
browsers to make sure that it is safe to use on Intranets, Extranets, and the Internet. If you intend
to use the product over the Internet, care should be taken to limit access to only IP addresses that
should be able to access the Integrated Research’ Prognosis Path Insight machine, and not
permit general access. You should enable authentication and require passwords to be used to
access the system.

Note: The Integrated Research’ Prognosis Path Insight Passwords are sent in Base64 encoding. This
provides simple encryption of passwords and accounts, and should only be used to deter casual
hackers.

In general, a VPN should be employed to provide security between a computer on the Internet
and the Prognosis Path Insight Server. The Integrated Research’ Prognosis Path Insight
Accounts should be used as a method of preventing internal users from accessing network
information.

Why are the transmitted and received information reversed?
When you view statistics, they should be viewed from the switch interface's perspective. If your
backup server is receiving lots of information at 2:00am, the switch interface that connects to the
backup server would be transmitting a lot of information to the backup server.

How do | assign descriptive nhames to interfaces?
If your switch does not allow you to assign names to each interface, Integrated Research’
Prognosis Path Insight can allow you to assign names to each interface. Edit the
IntDescription.cfg file in the directory where you installed the program.
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Appendix A: Error Descriptions
Alignment Errors

Rare event

Official definition: A count of frames received on a particular interface that are not an integral number of
octets in length and do not pass the FCS check. The count represented by an instance of this object is
incremented when the alignmentError status is returned by the MAC service to the LLC (or other MAC
user). Received frames for which multiple error conditions are obtained, according to the conventions of
IEEE 802.3 Layer Management, are counted exclusively according to the error status presented to the
LLC.

Basic definition: All frames on the segment should contain a number of bits that are divisible by eight (to
create bytes). If a frame arrives on an interface that includes some spare bits left over, the interface does
not know what to do with the spare bits. Example: If a received frame has 1605 bits, the receiving
interface will count 200 bytes and will have 5 bits left over. The Ethernet interface does not know what to
do with the remaining bits. It will discard the bits and increment the Alignment Error count. Because of
these remaining bits, it is more likely that the CRC check will fail (causing FCS Errors to increment) as
well.

What you should do to fix this problem:

Cause 1: If you have a switch port configured for full-duplex, and the workstation is configured for half-
duplex, (or vice-versa) the network connection will still pass traffic, but the full-duplex side of the network
will report Alignment Errors (it cannot report any collisions because it cannot detect collisions on a full-
duplex link). The half-duplex side of the network will report collisions correctly, and will not detect any
abnormalities. Check to see if there is a duplex mismatch on this interface.

Cause 2: Occasionally, a collision can create an alignment error. If you have a segment with lots of
collisions, and you see occasional alignment errors, you should solve the collision problem and then note
if the alignment error problem also goes away. Implement full-duplex to solve the collision and the
alignment problem.

Cause 3: Sometimes alignment errors will increment when there is induced noise on the physical cable.
Perform a cable test. Check the environment for electrical changes (industrial electrical motor turning on,
EMI radiation, etc.). Make sure your physical wiring is safe from electro-magnetic interference.

Cause 4: If you have alignment errors that occur without collisions, it usually means that you have a bad
or corrupted software driver on a machine on that segment. Check to see what new machines have been
added to that segment, or new network cards and/or drivers.

Carrier Sense Errors
Rare event

Official definition: The number of times that the carrier sense condition was lost or never asserted when
attempting to transmit a frame on a particular interface. The count represented by an instance of this
object is incremented at most once per transmission attempt, even if the carrier sense condition fluctuates
during a transmission attempt.

Basic definition: Carrier Sense Errors occur when an interface attempts to transmit a frame, but no carrier
is detected, and the frame cannot be transmitted.
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What you should do to fix this problem:

Cause 1: Carrier Sense Errors can occur when there is an intermittent network cabling problem. Check
for cable breaks that may cause occasional outages. Use a cable tester to ensure that the physical
cabling is good.

Cause 2: Carrier Sense Errors can occur when the device connected to the interface has a failing network
interface card (NIC). The network card connected to this interface should be replaced.

Deferred Transmissions
Common event

Official definition: A count of frames for which the first transmission attempt on a particular interface is
delayed because the medium is busy. The count represented by an instance of this object does not
include frames involved in collisions.

Basic definition: If an interface needs to transmit a frame, but the network is busy, it increments Deferred
Transmissions. Transmissions that are deferred are buffered up and sent at a later time when the network
is available again.

What you should do to fix this problem:

Cause 1: Deferred Transmissions can be deferred because of non-collision media access problems. For
example: If the network is constantly busy (and a network card cannot get a word in edgewise), there is a
media access problem (the NIC cannot get control of the network). This kind of deferred transmission is
usually associated with Single or Multiple Collision Frames. Implementing a full-duplex connection can
solve this problem.

Cause 2: Deferred Transmissions can be created on a switch or bridge that is forwarding packets to a

destination machine that is currently using its network segment to transmit. This can usually be solved by
implementing a full-duplex connection (if possible) on the segment.

Excessive Collisions
Rare event

Official definition: A count of frames for which transmission on a particular interface fails due to excessive
collisions.

Basic definition: If there are too many collisions (beyond Multiple Collision Frames), the transmission will
fail.

What you should do to fix this problem:

Cause 1: A faulty NIC can cause Excessive Collisions. Check the network cards on the segment to
ensure that they are functioning correctly.

Cause 2: A failed transceiver can cause Excessive Collisions. Check the transceivers on the segment to
ensure that they are functioning correctly.

Cause 3: Improper network wiring (wrong pairs, split pairs, crossed pairs) can cause Excessive Collisions.
Use a cable tester to ensure that wiring is good.

Cause 4: A network segment with extremely high utilization and high collision rates can cause Excessive
Collisions. If utilization is high, attempt to implement full-duplex to solve this problem.
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FCS Errors
Rare event

Official definition: A count of frames received on a particular interface that are an integral number of
octets in length but do not pass the FCS (Frame Check Sequence) check. The count represented by an
instance of this object is incremented when the FrameCheckError status is returned by the MAC service
to the LLC (or other MAC user). Received frames for which multiple error conditions are obtained,
according to the conventions of IEEE 802.3 Layer Management, are counted exclusively according to the
error status presented to the LLC.

Basic definition: An FCS error is a legal sized frame with a bad frame check sequence (CRC error). An
FCS error can be caused by a duplex mismatch, faulty NIC or driver, cabling, hub, or induced noise.

What you should do to fix this problem:

Cause 1: FCS errors can be caused by a duplex mismatch on a link. Check to make sure that both
interfaces on this link have the same duplex setting.

Cause 2: Sometimes FCS errors will increment when there is induced noise on the physical cable.
Perform a cable test. Check the environment for electrical changes (industrial electrical motor turning on,
EMI radiation, etc.). Make sure your physical wiring is safe from electro-magnetic interference.

Cause 3: If you naotice that FCS Errors increases, and Alignment Errors increase, attempt to solve the
alignment error problem first. Alignment errors can cause FCS errors.

Cause 4: If you see FCS errors increase, check the network cards and transceivers on that segment. A
failing network card or transceiver may transmit a proper frame, but garble the data inside, causing a FCS
error to be detected by listening machines.

Cause 5: Check network driver software on that segment. If a network driver is bad or corrupt, it may
calculate the CRC incorrectly, and cause listening machines to detect an FCS Error.

Cause 6: If you have an Ethernet cable that is too short (less than 0.5meters), FCS errors can be
generated.

Cause 7: If you have an Ethernet cable that is too long (more than 100meters), FCS errors can be
generated.

Cause 8: If you are using 10Base-2, and have poor termination, or poor grounding, FCS errors can be
generated.

Frame Too Longs
Rare event

Official definition: If a frame is detected on an interface that is too long (as defined by ifMTU), this counter
will increment.

Basic definition: Frame Too Longs occur when an interface has received a frame that is longer (in bytes)
than the maximum transmission unit (MTU) of the interface.

What you should do to fix this problem:
Cause 1: Switches that use VLAN (Virtual LAN) tagging of frames can cause FrameToolLongs. To solve

this specific problem, upgrade the device reporting the FrameTooLong error to support VLANS, or turn off
VLAN tagging on neighboring switches.
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Cause 2: Faulty NIC cards can cause FrameTooLongs. Check NIC cards on the segment to insure that
they are running correctly.

Cause 3: Cabling or grounding problems can cause FrameTooLongs. Use a network cable tester to
insure that the cabling is not too long, or out of specification for the technology you are using.

Cause 4: Software drivers that do not respect the correct MTU (Maximum Transmission Unit) of the
medium can cause FrameToolLongs. Check network drivers to make sure they are functioning properly.

Inbound Discards
Rare event

Official definition: The number of inbound packets which were chosen to be discarded even though no
errors had been detected to prevent their being deliverable to a higher-layer protocol. One possible
reason for discarding such a packet could be to free up buffer space.

Basic definition: If too many packets are received, and the protocol stack does not have enough
resources to properly handle the packet, it may be discarded.

What you should do to fix this problem:

Cause 1: Insufficient memory allocated for inbound packet buffers. Research how to increase the inbound
packet buffers on the interface. This may be modified in the device's configuration.

Cause 2: The CPU on the device may not be fast enough to process all of the inbound packets.
Employing a faster CPU may remedy this problem.

Inbound Errors
Rare event

Official definition: The number of inbound packets that contained errors preventing them from being
deliverable to a higher-layer protocol.

Basic definition: These packets contained one or more various data-link layer errors, and were thus
discarded before being passed to the network layer. The root cause of these errors are undefined. In
order to more accurately research these types of errors, you should deploy a packet analyzer in front of
this interface to track the specific errors that occur, as the device is not capable of tracking any additional
information relating to these errors. If this interface provides Ethernet specific errors, these errors may be
detailed in that section.

What you should do to fix this problem:
Cause 1: There are various sources of this type of error. The interface does not possess enough

information as to the exact cause of this error. Deploy a packet analyzer in front of this interface to
inspect the exact type of error that is occurring.
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Inbound Unknown Protocols
Common event

Official definition: The number of packets received via the interfaces which were discarded because of an
unknown or unsupported protocol.

Basic definition: If the physical and data-link layer do their job successfully and deliver a frame to the
correct MAC address, it is assumed that the requested protocol will be available on the machine. If the
protocol is not available, the frame is discarded. If your machine receives an AppleTalk packet, but your
machine is not running AppleTalk, it will discard the packet and increment this counter.

What you should do to fix this problem:

Cause 1: Broadcasts can cause inbound unknown protocol errors. If you have a Novell server on the
segment, it will send out periodic IPX broadcasts that some devices will not understand (because they do
not have the IPX protocol loaded in their network stack). This is a normal event. To attempt to reduce this,
work on reducing the number of different protocols that exist on your network, or install additional
protocols on your machines to be able to communicate with additional clients.

Cause 2: Inbound unknown protocols can be caused by mis-configurations of other machines. Check the
configurations of other machines on the network to try to determine why this machine is receiving an
unknown protocol. If inbound unknown protocols error is incrementing rapidly, attach a network analyzer
and look at the protocols that are being sent to this machine, and their source.

Outbound Discards

Rare event

Official definition: The number of outbound packets which were chosen to be discarded even though no
errors had been detected to prevent their being transmitted. One possible reason for discarding such a
packet could be to free up buffer space.

Basic definition: If too many packets are queued to be transmitted, and the network interface is not fast
enough to transmit all of the packets, it may be discarded.

What you should do to fix this problem:

Cause 1: Insufficient memory allocated for outbound packet buffers. This may be modified in the device's
configuration.

Cause 2: The network interface may not be fast enough to process all of the outbound packets.
Employing a faster speed interface may remedy this problem.
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Outbound Errors
Rare event

Official definition: The number of outbound packets that could not be transmitted because of errors.

Basic definition: These packets could not be transmitted due to one or more various data-link layer errors.
The root causes of these errors are undefined. In order to more accurately research these types of errors,
you should deploy a packet analyzer in front of this interface to track the specific errors that occur, as the
device is not capable of tracking any additional information relating to these errors. If this interface
provides Ethernet specific errors, these errors may be detailed in that section.

What you should do to fix this problem:

Cause 1: There are various sources of this type of error. The interface does not possess enough
information as to the exact cause of this error. Deploy a packet analyzer in front of this interface to
inspect the exact type of error that is occurring.

Outbound Queue Length
Common event

The length of the output packet queue (in packets) number should return to zero in a short amount of
time. If it ends up being any non-zero value for any length of time, you should consider upgrading the
interface to a faster technology, or full duplex (if not already enabled).

Internal Mac Transmit Errors
Rare event

Official definition: A count of frames for which transmission on a particular interface fails due to an internal
MAC sub layer transmit error. A frame is only counted by an instance of this object if it is not counted by
the corresponding instance of the dot3StatsLateCollisions object, the dot3StatsExcessiveCollisions
object, or the dot3StatsCarrierSenseErrors object. The precise meaning of the count represented by an
instance of this object is implementation-specific. In particular, an instance of this object may represent a
count of transmission errors on a particular interface that are not otherwise counted.

Basic definition: If a transmission error occurs, but is not a late collision, excessive collision, or carrier
sense error, it is counted as an error here. NIC vendors may identify these kinds of errors specifically.
Check with the device's manufacturer to determine their interpretation of InternalMacTransmitErrors.

What you should do to fix this problem:

Cause 1: A faulty network transmitter can cause InternalMACTransmitErrors. Check the device to ensure
that it is functioning correctly.

Cause 2: Check with the device's manufacturer to determine what their interpretation is of
InternalMACTransmitErrors.

Late Collisions
Rare event

Official definition: The number of times that a collision is detected on a particular interface later than 512
bit-times (64 bytes) into the transmission of a packet. Five hundred and twelve bit-times corresponds to
51.2 microseconds on a 10-megabit per second system. A (late) collision included in a count represented
by an instance of this object is also considered as a (generic) collision for purposes of other collision-
related statistics.
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Basic definition: Collisions should be detected within the first 64 bytes of a transmission. If an interface
transmits a frame and detects a collision before sending out the first 64 bytes, it declares it to be a
"normal collision" and increments Single Collision Frames (or Multiple Collision Frames if more collisions
follow). If an interface transmits a frame and detects a collision after sending out the first 64 bytes, it
declares it to be a Late Collision. If a machine detects a Late Collision, it will treat the collision like any
other collision (send a jam signal, and wait a random amount of time before attempting to retransmit). The
other sending machine may or may NOT have detected the collision because it was so late in the
transmission. The other sending machine may detect the collision AFTER it is done sending its frame,
and will believe that its frame was sent out successfully.

What you should do to fix this problem:

Cause 1: A duplex mismatch can cause Late Collisions. Check to make sure that the duplex settings on
both interfaces are set to use the same duplex.

Cause 2: A faulty NIC card on the segment can cause Late Collisions.

Cause 3: Late Collisions can be caused by a network that is physically too long. A network is physically
too long if the end-to-end signal propagation time is greater than the time it takes to transmit a legal sized
frame (about 57.6 microseconds). Check to make sure you do not have more than five hubs connected
end-to-end on a segment, counting transceivers and media-converters as a two-port hub. Also check
individual NIC cards for transmission problems.

Cause 4: If you have a switch on the network that is configured for "low-latency" forwarding (anything
except "store and forward"), it may be causing the Late Collisions. Low latency forwarding ends up having
the switch act like a very slow hub. It reduces traffic like a switch, but does not insure that frames reach
the destination successfully. The frame "worms" its way through multiple switches, slowing down at each
switch. If there is a collision on the end segment, the frame gets dropped by the switch, and the
transmitting workstation does not detect that the frame was dropped. To fix this, do not use "low-latency"”
forwarding features on switches that are hooked up to other switches with "low-latency” forwarding
features. Configure the switches to use "store and forward" forwarding methodology.

MAC Receive Errors
Rare event

Official definition: A count of frames for which transmission on a particular interface fails due to an internal
MAC sub layer transmit error. A frame is only counted by an instance of this object if it is not counted by
the corresponding instance of the dot3StatsLateCollisions object, the dot3StatsExcessiveCollisions
object, or the dot3StatsCarrierSenseErrors object. The precise meaning of the count represented by an
instance of this object is implementation-specific. In particular, an instance of this object may represent a
count of transmission errors on a particular interface that are not otherwise counted.

Basic definition: This is the number of frames that could not be transmitted due to an unknown problem.
This unknown problem is not related to collisions or carrier sense errors. The device manufacturer's
documentation may provide additional information on locating the source of these errors.

What you should do to fix this problem:
Cause 1: There are various sources of this type of error. The interface does not possess enough

information as to the exact cause of this error. Contact the device manufacturer to determine how they
define the MacReceiveError and how to fix this problem.
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Multiple Collision Frames
Rare event

Official definition: A count of successfully transmitted frames on a particular interface for which
transmission is inhibited by more than one collision. A frame that is counted by an instance of this object
is also counted by the corresponding instance of either the ifOutUcastPkts or ifOutNUcastPkts object and
is not counted by the corresponding instance of the dot3StatsSingleCollisionFrames object.

Basic definition: If a network interface attempts to transmit a frame, and detects a collision, it will attempt
to re-transmit the frame after the collision. If the retransmission also causes a collision, then Multiple
Collision Frames is incremented.

What you should do to fix this problem:

Cause 1: A faulty NIC or transceiver can cause Multiple Collision Frames. Check the network cards and
transceivers on the segment for failures.

Cause 2: An extremely overloaded network can cause Multiple Collision Frames (average utilization
should be less than 40%).

Cause 3: If you are using 10Base-2, and have poor termination, or poor grounding, Multiple Collision
Frames can be generated.

Cause 4: If you have a bad hardware configuration (like creating an Ethernet ring), Multiple Collision
Frames can be generated.

Single Collision Frames
Common event

Official definition: A count of successfully transmitted frames on a particular interface for which
transmission is inhibited by exactly one collision. A frame that is counted by an instance of this object is
also counted by the corresponding instance of either the ifOutUcastPkts or ifOutNUcastPkts object and is
not counted by the corresponding instance of the dot3StatsMultipleCollisionFrames object.

Basic definition: If a network interface attempts to transmit a frame, and detects a collision, it will attempt
to re-transmit the frame after the collision. If the retransmission was successful, then the event is logged
as a single collision frame.

What you should do to fix this problem:

Cause 1: Single Collision Frames can be caused by multiple machines wanting to transmit at the same
time. This is a normal occurrence on Ethernet.

Cause 2: If Single Collision Frames increases dramatically, this could indicate that the segment is
becoming overloaded (too many machines on the segment or too many heavy talkers on the segment).
As the segment continues to become overloaded, Single Collision Frame count may decrease, as
Multiple Collision Frames increases. Converting the segment to a switched environment may solve this
problem. Another possible solution is to reduce the number of machines on this segment, or install a
bridge to segregate the segment into two halves.

Cause 3: Single Collision Frames can be caused by poor wiring or induced noise. Use a cable tester to
insure that the physical cable is good.

Cause 4: Single Collision Frames can be caused by a bad network interface card, or failing transceiver.
Check to make sure the network cards and transceivers on the segment are functioning correctly.
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SQE Test Errors
Rare event

Official definition: A count of times that the SQE TEST ERROR message is generated by the PLS sub
layer for a particular interface. The SQE TEST ERROR message is defined in section 7.2.2.2.4 of
ANSI/IEEE 802.3-1985 and its generation is described in section 7.2.4.6 of the same document.

Basic definition: SQE stands for "Signal Quality Error", and may also be referred to as the Ethernet
"heartbeat". With early Ethernet cards that required transceivers, the transceiver would send a "Signal
Quality Error" back to the Ethernet card after each frame was transmitted to insure that the collision
detection circuitry was working. With modern network cards, this SQE test can cause network cards to
believe that an actual collision occurred, and a collision is sent out on the network when a SQE test is
detected. This can seriously degrade network performance, as each frame successfully transmitted on
the network is followed by a collision caused by the SQE test.

What you should do to fix this problem:

Cause 1: SQE Test Errors can be caused by a transceiver that have the "SQE test" dip switch turned on
(it should be turned off). Check the switch settings on all transceivers on the segment.

Cause 2: SQE Test errors can be caused by broken transceivers. Check for failed transceivers on the
segment.
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Symbol Errors
Rare event

Official definition: For an interface operating at 100 Mb/s, the number of times there was an invalid data
symbol when a valid carrier was present. For an interface operating in half-duplex mode at 1000 Mb/s,
the number of times the receiving media is non-idle (a carrier event) for a period of time equal to or
greater than slotTime, and during which there was at least one occurrence of an event that causes the
PHY to indicate 'Data reception error' or 'carrier extend error' on the GMII. For an interface operating in
full-duplex mode at 1000 Mb/s, the number of times the receiving media is non-idle (a carrier event) for a
period of time equal to or greater than minFrameSize, and during which there was at least one
occurrence of an event that causes the PHY to indicate 'Data reception error' on the GMII. For an
interface operating at 10 Gb/s, the number of times the receiving media is non-idle (a carrier event) for a
period of time equal to or greater than minFrameSize, and during which there was at least one
occurrence of an event that causes the PHY to indicate 'Receive Error' on the XGMII. The count
represented by an instance of this object is incremented at most once per carrier event, even if multiple
symbol errors occur during the carrier event. This count does not increment if a collision is present. This
counter does not increment when the interface is operating at 10 Mb/s. For interfaces operating at 10
Gb/s, this counter can roll over in less than 5 minutes if it is incrementing at its maximum rate. Since that
amount of time could be less than a management station's poll cycle time, in order to avoid a loss of
information, a management station is advised to poll the dot3HCStatsSymbolErrors object for 10 Gb/s or
faster interfaces. Discontinuities in the value of this counter can occur at re-initialization of the
management system, and at other times as indicated by the value of ifCounterDiscontinuityTime.

Basic definition: 100mbps Ethernet and faster interfaces use symbols to represent bits. These symbols
include error correction to permit single bit errors to be recognized and repaired on the fly. When a
symbol error is detected and corrected, it increments this error, indicating that a physical layer problem
exists. Cabling and connectors should be checked/cleaned to make sure standards are adhered to.

What you should do to fix this problem:

Cause 1: This is typically caused by a cabling issue. Re-seat physical cabling, and clean cable ends with
compressed air.

Cause 2: Faulty network adapters might have problems relating to its physical connection. Swap
connectors and see if the problem goes away.
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Appendix B: Saving PoE Usage to a Database
The system tracks current PoE status via the web reports. Historical power usage can be tracked over
time with a few modifications.

1) Run RegEdit
2) Navigate to HKEY_LOCAL_MACHINE/Software/NetLatency/SwitchMonitor
3) Create a new DWORD key “PollSQLitePoEFlag” and set it to 1

Note: The Integrated Research service does not need to be restarted to have this entry take effect.

The system will now create a file in the Data directory called PoEConsumption.dat. This data file is a
SQLite database that will track the consumption of all PSUs on all monitored switches.

The table structure is as follows:

Field Type Description

PolliD Integer (PK) Primary key

Node Text Server unique identifier

PollINumber Integer Unique poll number for each poll performed
PollTime Text Time of poll

Agent Text IP address of switch

Device Text Hostnhame of switch

PSU Integer Power Supply Unit number reporting
Status Integer Status (1=0n, 2=0ff, 3=Faulty)
Rating Integer Total watts permitted for the PSU
Consumption Integer Current powers draw in watts

The index Pollindex can be used to speed up queries on large databases. It is indexed on PollID,
PollTime, and Agent.

The database can be queried using the command-line sqlite3.exe program located in the Data directory:

sglite3 —csv —header PoEConsumption.dat “select * from PoEPoll;”

This information can be sent to a file with the command-Iline redirect for further processing:

sglite3 —csv —header PoEConsumption.dat “select * from PoEPoll;”
>PoEStats.csv
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Appendix C: SMTP E-mail Forwarding

Most companies use SMTP gateways to allow email from the Internet to reach internal users.

This gateway is typically set up to receive emails that are destined for mailboxes on the company's
system.

If you configure Integrated Research’ Prognosis Path Insight to use your company's SMTP mail gateway,
the gateway should accept SMTP messages destined for internal users, but should not accept SMTP
messages destined for outside addresses.

For example:

If you configured Integrated Research’ Prognosis Path Insight to use "mail.company.com " as the SMTP
mail gateway, and set the "Globally send to" field to jdoe@company.com, the mail gateway would accept
emails sent to this address because it exists on the same domain. If the "Globally send to" field was set
to jdoe@outside.com, then the gateway would refuse this request because most mail systems do not
allow relaying of messages from one to another.

This is done by mail administrators to prevent abuse by spammers. Email spammers will search the
Internet for anonymous SMTP mail forwarders that they can use to send their emails out.

This allows them to send untraceable emails.

To allow Integrated Research’ Prognosis Path Insight to send emails to different domains, there are a
number of solutions:

e Ask your ISP if they have an SMTP relay server that can be used by your machines. They may
have a server set up that will relay only your messages. In this case, you would configure
Integrated Research’ Prognosis Path Insight to use their SMTP relay server.

e Ask your email administrator to configure the SMTP gateway to allow relaying from the server
that Integrated Research’ Prognosis Path Insight is installed on.

Create a mail alias on your email system (for example: jdoe@company.com) that forwards to an outside
address (jdoe@outside.com).

A free SMTP malil relay agent (SMTP forwarder) is included with many Windows server's IS
implementation.
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Appendix D: Configuring SNMP on Devices

A variety of device configuration instructions are available on the Integrated Research website:

http://www. Integrated Research.com/SwitchConfig.-html

Other device manufacturer instructions should be available through the device manufacturer's website.
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Appendix E: Changing Interface Names and Speed

Many device manufacturers do not allow interface names to be changed to a descriptive name to help
document the network. In this case, Integrated Research’ Prognosis Path Insight can be configured to
ignore the interface description in the device and use information from a Config file.

Use a text editor such as Notepad to open the IntDescription.cfg file in the directory where Integrated
Research’ Prognosis Path Insight is installed.

You should see a document with a description of how to enter the switch interfaces and descriptions.

The file is composed of a number of columns or fields; each separated by one or more <TAB> characters.

Note: The fields in the configuration file need to be separated by at least one <TAB> character, not
spaces.

Here is an example of a configuration file:

;This line is commented out

; IPAddress Interface Speed Description
i92-168-1-10 1 / Internet connection
calvin.company.com 156 1544000 FEO/6

192.168.2.2 3 / Connection to New York

Semicolons can be used anywhere in the file to indicate that the rest of the line is a comment.

IP Addresses

The IP address of the switch must be entered to identify the device. If the Config file has a DNS name,
then that identical name should be used here to identify the same device.

Interface #

The interface number (as listed in the web reports) should be entered here. If you are unsure of the exact
number to use, reference your device manufacturer's documentation to map the SNMP interface numbers
to the physical addresses on the device. Then use your network documentation to determine what device
is physically connected to the interface on the device.

Speed

If you desire to override the reported interface speed, you can enter the speed in bits per second here.
For example: You may want to change the reported interface speed of a router interface connected to
the internet from 100 Mbps to the actual capacity of the link it is connected to (1.544 Mbps fora T1
connection). This will help to determine when the link utilization is exceeded. If you do not want to
override this information, enter a slash “/” to skip this field.

Description
Enter the description here. The description field should not contain a semicolon character.

Note: The service must be stopped and re-started after this file is modified in order to have the
descriptions take effect.
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Appendix F: Configuring Multiple Locations
If you have multiple Integrated Research’ Prognosis Path Insight implementations, Integrated Research’
Prognosis Path Insight can be configured to make it easy to navigate between the sites.

Each web page will display tabs across the top of the web page indicating the site that you are viewing:

‘ SR T New York [ Dallas |

To configure multiple sites, use a text editor like Notepad to open the MultiSite.cfg file in the directory
where you installed the program:

For 32 Bit Operating Systems
C:\Program Files\Integrated Research\Path Insight\MultiSite.cfg

For 64 Bit Operating Systems
C:\Program Files (x86)\Integrated Research\Path Insight\MultiSite.cfg

You should see a document with a description of how to enter the site names and URLSs.

The file is composed of a number of columns or fields; each separated by one or more <TAB> characters.

Note: The fields in the configuration file need to be separated by at least one <TAB> character, not
spaces.

Here is an example of a configuration file:

;Example for the San Francisco server:

;Current Site Name URL

YES San Francisco http://sfserver.company.com:8084
NO New York http://nyserver.company.com:8084
NO Chicago http://chicago.company.com:8084

;Example for the New York server:

;Current Site Name URL

NO San Francisco http://sfserver.company.com:8084
YES New York http://nyserver .company.com: 8084
NO Chicago http://chicago.company.com:8084

Semicolons can be used anywhere in the file to indicate that the rest of the line is a comment.

Current

This field identifies which site should be highlighted. Only one site should be highlighted per Config file.
The Config file on the New York server should have "Yes" for the New York entry.

Site Name
This is the name that is displayed in the tab.
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URL

Enter the server's full URL and port here. This will allow linking from the other Integrated Research’
Prognosis Path Insight Servers.

Note: The service must be stopped and re-started after this file is modified in order to have the links
work.

The order of the listed sites should be similar for each deployed site so the tabs will display correctly for
each site.
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Appendix G: Entering Custom OIDs to be Monitored

Integrated Research’ Prognosis Path Insight can monitor custom OIDs such as CPU utilization, memory
usage, and temperature if the device provides this information via SNMP.

The configuration file OIDEntry.cfg is used to configure custom OID monitoring. This file is found in the
directory where the program was installed.

Edit this file with a text editor like Notepad.

You will need to enter the following information to be able to set up monitoring of a custom OID:

IP address of the device (“10.0.1.16")

Interface to be associated with or “/” if you want to associate it with the device instead of an
interface (“23")

Unique filename for storing the data collected for this OID (“FRAMERELAY")

Description of this graph (“Frame Relay FECN & BECN”")

Y Axis description (“Packets”)

OID #1 Description (“FECN”)

OID #1 (“GAUGE:1.3.6.1.2.1.2.2.1.17.1")

OID #2 Description (“BECN")

OID #2 (“GAUGE:1.3.6.1.2.2.1.18.1")

Note:

When entering the OID value, put the prefix “GAUGE:”, “COUNTER:”, or “COUNTER:8" in front of
the OID to identify how the OID should be tracked.

Note:

After saving this file, you will have to stop and restart the Integrated Research’ Prognosis Path
Insight service for the changes to take effect.
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Appendix H: Configuring Additional OUls for Phones Tab

A number of OUIs (Organizationally Unique ldentifiers) for various VolP equipment manufacturers have
already been added to the OUIFilter.cfg file. This file can be edited with a text editor (like Notepad) to add
additional OUls.

An OUI is the first three bytes of an Ethernet MAC address. The first three bytes are called the OUI
because they are unique to the equipment manufacturer. Thus, any MAC addresses that share the first
three bytes all come from a common manufacturer.

The OUIFilter.cfg file will require you to enter the OUI (each byte separated by a period “.”), then a tab,
then the name of the manufacturer.

Note: After saving this file, you will have to stop and restart the Integrated Research Prognosis Path
Insight service for the changes to take effect.
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Appendix I: Changing the Map File

The map file can be changed to any custom JPG file desired.

Integrated Research’ Prognosis Path Insight uses the map file:

For 32 Bit Operating Systems
C:\Program Files\Integrated Research\Path Insight\Graphics\map.jpg

For 64 Bit Operating Systems
C:\Program Files (x86)\Integrated Research\Path Insight\Graphics\map.jpg

Note: It's advised to rename the existing map file instead of overwriting this file so it can be used in the
future if desired. Otherwise you will need to uninstall and reinstall to recover the map file.

The map can be centered on the screen by modifying the following registry entries:

HKEY_LOCAL_MACHINE/Software/Netlatency/NetworkMonitor/DestWebMapStartX
HKEY_ LOCAL_MACHINE/Software/Netlatency/NetworkMonitor/DestWebMapStarty

This will set the starting X and Y coordinates for the upper left corner of the map file. If you want the map
to initially display in the upper left corner, set both of these coordinates to O (zero).

After the map file has been replaced and the starting coordinates modified, stop and restart Integrated
Research’ Prognosis Path Insight Service to have the changes take effect.
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Appendix J: Changing the WAN Tab

The WAN tab can include any interface desired. This involves changing the WAN.cfg file with a text
editor (like Notepad):

For 32 Bit Operating Systems
C:\Program Files\Integrated Research\Path Insight\wan.cfg

For 64 Bit Operating Systems
C:\Program Files (x86)\Integrated Research\Path Insight\wan.cfg

This file requires entering two fields, each separated by one or more <TAB> characters.

;This is a list of WAN interfaces to display on the
;"WAN'" tab.

Interface numbers are entered in the following format:
IP Address<TAB>Interface number
For example:

IPAddress Interface #

2102.168.12.15 43

;Enter your IP addresses and interface numbers below.
; IPAddress Interface #

After the WAN.cfg file has been modified and saved, stop and restart the Integrated Research’ Prognosis
Path Insight service to have the changes take effect.
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Appendix K: Adding a Static Route to the Call Path

If there is an unmanaged device (or set of devices) in the network, a static route can be added that will
allow the Call Path mapping to ignore these devices and show a continuous map through the network.

Many times, this may be required if a network provider does not permit SNMP access to their routers.
Adding a static route involves changing the StaticRoute.cfg file with a text editor (like Notepad):

For 32 Bit Operating Systems
C:\Program Files\Integrated Research\Path Insight\StaticRoute.cfg

For 64 Bit Operating Systems
C:\Program Files (x86)\Integrated Research\Path Insight\StaticRoute.cfg

This file requires entering five fields, each separated by one or more <TAB> characters.

;Router Address Router Subnet Route Mask NextHop
i0.0.1.254 255.255.255.0 44 44 .44 _44 255.255.255.255 38.102.148.163
10.100.36.60 255.255.255.0 10.100.37.1 255.255.255.0 10.100.37.1
10.100.37.1 255.255.255.0 10.100.36.1 255.255.255.0 10.100.36.60

The first and second fields reference the router’'s IP address and subnet that should be used for the static
route. This is typically the unmanaged router’s IP address where packets are sent.

The third and fourth fields reference the route and subnet mask for that route.

Note: You can enter a default route by using the route of 0.0.0.0 and mask of 0.0.0.0.

Note: Static routes take priority over any actual routes that exist on the network.

The fifth field references where the call path mapping should continue. This is typically the far-end
router's LAN IP address.

Once the file is saved, the static route takes effect immediately. No need to stop and restart the service
or collect re-collect information from switches & routers. This will help speed up troubleshooting and
debugging of static routes in the environment.

Note: More likely, two static routes will need to be created. One static route will need to be created for
the outbound traffic and one for the return traffic.
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Appendix L: Automatic Update Scheduling

Updating the bridge table, ARP cache, and routing table information can be automated to occur on a
regular frequency. The following registry entry can be used to do this:

UpdateAutoFrequency=0
By default, this entry is O (zero). This means that the information is not collected on any schedule.

The variable can be changed to any of the following recommended intervals:
300000 (decimal) = 5 minutes

600000 (decimal) = 10 minutes

1800000 (decimal) = 30 minutes

3600000 (decimal) = 1 hour

86400000 (decimal) = 1 day

Other intervals can be used, as the number is the number of milliseconds to wait between automatic
updates.

Note: The service must be stopped and restarted for this variable to take effect.
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Appendix M: Changing the Map Fetch Variables to Improve
Map Stability

You may be seeing white lines going from white to green to white or red dots going from red to green to
red. White lines means we did not get any SNMP response from the device. The red dots mean that we
did not get a response from the ping. There may be a problem with packet loss to/from the device or the
device may have a small CPU that causes the 2 pings to fail.

We have 5 seconds to respond to the web browser’s request for information. If a device is up, we would
send a ping and receive a response within 5 seconds so it's easy to show that it's green.

If we send a ping, we have to wait to see if we get a response. If we wait 2 seconds for the response and
don’t get one, we can send a second ping and then wait 2 seconds to get a response again. If we don't
get a response from the second ping, then we should assume it is down.

Total View’s default does 1 ping and then waits 2500ms (2.5 seconds) for a response. If it does not see a
response, then it assumes it is down.

Prognosis Path Insight’s default now does 2 pings and then waits 1500 (1.5 seconds) for a response. If it
does not see a response, then it assumes it is down.

This can be adjusted in the registry with the following variables to help improve the stability of the
map:

Example of Variable Entry change in Bold below

Computer > HKEY_LOCAL_MACHINE > SOFTWARE > Wow6432Mode > Netlatency > SwitchMonitor
DestWebMapPingRetries = 1

DestWebMapPingDelay = 2500

In this case, you can set the following:
DestWebMapPingRetries = 2
DestWebMapPingDelay = 1500

It should improve the reliability/stability of the pings on the network.

For fetching the SNMP information, the following registry variables apply:
DestWebMapSNMPRetries = 1

DestWebMapSNMPTimeout = 1000

In this case, you can set the following:

DestWebMapSNMPRetries = 2

DestWebMapSNMPTimeout = 1000
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Appendix N: Overriding Displayed Device Icons

The automatically determined device icon may display incorrectly with certain devices. This can be
overridden by modifying DeviceType.cfg file:

For 32 Bit Operating Systems
C:\Program Files\Integrated Research\Path Insight\DeviceType.cfg

For 64 Bit Operating Systems
C:\Program Files (x86)\Integrated Research\Path Insight\DeviceType.cfg

This file requires entering two fields, each separated by one or more <TAB> characters.

;This is the device icon configuration override file. It can be used
;to change the displayed icon in front of a device.

;1P Address

;Enter the 1P address of the device

;DeviceType

;Enter the number associated with the device type that should be
;displayed:

Layer-2 Switch

Layer-3 Switch (Multilayer switch)
Router

WiFi AP

Server

Cloud

Firewall

NOoO o~ WNPR

Enter the IP address of the device and a <TAB> character and the numeric that refers to the type of
device icon to use. After the file has been modified and saved, stop and restart the PathSolutions’
TotalView service to have the changes take effect.
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Appendix O: Using the ACL to Control Web Access

The built-in webserver can be configured to only respond to certain IP addresses. This can be done by
modifying the WebACL.cfg file:

For 32 Bit Operating Systems
C:\Program Files\Integrated Research\Path Insight\WebACL.cfg

For 64 Bit Operating Systems
C:\Program Files (x86)\Integrated Research\Path Insight\WebACL.cfg

This file requires entering two fields, each separated by one or more <TAB> characters.

;This is the webserver Access Control List. It will permit accessing the
webserver from

;only the specified subnets. |If the list is blank, any client can access.
;1P Address

;Enter the IP address of the device

;Subnet

;Enter the subnet related to the device;

;IP Address Subnet

Enter the IP address of the device and a <TAB> character and the subnet mask that represents the
network that the webserver should respond to.

Note: If this file is left blank, the webserver will respond to requests from any IP address.

After the file has been modified and saved, stop and restart the PathSolutions’ TotalView service to have
the changes take effect.
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Glossary

IETF - This acronym stands for the Internet Engineering Task Force, and is the governing body for all
standards that relate to Internet and associated communications technologies. Website: www.ietf.org

MAC — Media Access Control: This is a unique address that is used by Ethernet adapters to transmit and
receive frames on the network. They are only used for conveying layer 2 frames between nodes on a
LAN.

MIME - Multi-Purpose Internet Mail Extensions: This is an email standard that defines how different
content is handled inside email messages. This allows graphics, audio, HTML text, formatted text, and
video to be displayed correctly inside email messages. MIME is defined by the IETF's RFC1521
document, and is available on the IETF's website: http://www.ietf.org/rfc/rfc1521.txt?number=1521

Network Weather Report - System Monitor can email network reports to you on a daily basis. The
network Weather Report helps to keep you informed of the overall health of your network.

OSI - Open Systems Interconnect: This is a standard description or "reference model" for how services
are provided on a network.

OUI — Organizationally Unique Identifier: This is the identification of the first three bytes of an Ethernet
MAC address. The first three bytes are called the OUI because they are unique to the equipment
manufacturer. Thus, any MAC addresses that share the first three bytes all come from a common
manufacturer.

SNMP read-only community string - This is an SNMP password with the rights to be able to read
statistical information from a device.

SNMP - Simple Network Management Protocol. This protocol allows network management software (like
System Monitor) to communicate with network devices to read statistical information.

SMTP email address -- This is a standard Internet email address. For example: jdoe @company.com.

SMTP -- Simple Mail Transport Protocol. This protocol allows email clients and servers to communicate
over the Internet.
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